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- Multiply by $T$ to get energy of continuous signal, $\int x^{2}(t) d t$, provided there is no aliasing.

Power of $\{x[n]\}$ is the average of $x^{2}[n]$ in "energy per sample"

- same value as the power of $x(t)$ in "energy per second" provided there is no aliasing.

Warning: Several MATLAB routines scale time so that $f_{s}=2 \mathrm{~Hz}$. Weird, non-standard and irritating.
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## z-Transform

The $z$-transform converts a sequence, $\{x[n]\}$, into a function, $X(z)$, of an arbitrary complex-valued variable $z$.

Why do it?

- Complex functions are easier to manipulate than sequences
- Useful operations on sequences correspond to simple operations on the $z$-transform:
- addition, multiplication, scalar multiplication, time-shift, convolution
- Definition: $X(z)=\sum_{n=-\infty}^{+\infty} x[n] z^{-n}$
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- "converge absolutely" $\Leftrightarrow \sum_{n=-\infty}^{+\infty}\left|x[n] z^{-n}\right|<\infty$
- finite length $\Leftrightarrow R_{\text {min }}=0, R_{\text {max }}=\infty$
- ROC may included either, both or none of 0 and $\infty$
- absolutely summable $\Leftrightarrow X(z)$ converges for $|z|=1$.
- right-sided \& $|x[n]|<A \times B^{n} \Rightarrow R_{\max }=\infty$

$$
\text { - + causal } \Rightarrow X(\infty) \text { converges }
$$

- left-sided $\&|x[n]|<A \times B^{-n} \Rightarrow R_{\text {min }}=0$
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The set of $z$ for which $X(z)$ converges is its Region of Convergence (ROC).

Complex analysis $\Rightarrow$ : the ROC of a power series (if it exists at all) is always an annular region of the form $0 \leq R_{\min }<|z|<R_{\max } \leq \infty$.
$X(z)$ will always converge absolutely inside the ROC and may converge on some, all, or none of the boundary.

- "converge absolutely" $\Leftrightarrow \sum_{n=-\infty}^{+\infty}\left|x[n] z^{-n}\right|<\infty$
- finite length $\Leftrightarrow R_{\text {min }}=0, R_{\text {max }}=\infty$
- ROC may included either, both or none of 0 and $\infty$
- absolutely summable $\Leftrightarrow X(z)$ converges for $|z|=1$.
- right-sided \& $|x[n]|<A \times B^{n} \Rightarrow R_{\max }=\infty$
$\circ \quad+$ causal $\Rightarrow X(\infty)$ converges
- left-sided \& $|x[n]|<A \times B^{-n} \Rightarrow R_{\text {min }}=0$

$\circ$ + anticausal $\Rightarrow X(0)$ converges
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## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{array}{lccc}
u[n] & \ldots . . .!\mid!- & \frac{1}{1-z^{-1}} & 1<|z| \leq \infty \\
x[n] & \ldots . .!. \ldots- &
\end{array}
$$

Geometric Progression: $\sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.
$u[n]$
......! 11
$\frac{1}{1-z^{-1}}$
$1<|z| \leq \infty$
$x[n]$
...!.!.....
$2 z^{2}+2+z^{-1}$
$0<|z|<\infty$

Geometric Progression: $\sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{aligned}
& u[n] \quad \text {-.....!i! } \\
& \frac{1}{1-z^{-1}} \\
& 1<|z| \leq \infty \\
& x[n] \\
& \text {... . . . . . . . } \\
& 2 z^{2}+2+z^{-1} \\
& 0<|z|<\infty \\
& x[n-3] \quad \text {......i.i } \cdot \text {.- }
\end{aligned}
$$

Geometric Progression: $\sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{array}{lccl}
u[n] & \ldots . .!\mid i l_{--} & \frac{1}{1-z^{-1}} & 1<|z| \leq \infty \\
x[n] & \ldots . .!\cdot \ldots \ldots & 2 z^{2}+2+z^{-1} & 0<|z|<\infty \\
x[n-3] & \ldots \ldots .!. i \cdot \ldots & z^{-3}\left(2 z^{2}+2+z^{-1}\right) & 0<|z| \leq \infty
\end{array}
$$

Geometric Progression: $\sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{aligned}
& u[n] \quad-\cdots . .{ }^{\prime}| |{ }_{--} \quad \frac{1}{1-z^{-1}} \quad 1<|z| \leq \infty \\
& x[n] \\
& \text {............ } \\
& 2 z^{2}+2+z^{-1} \\
& 0<|z|<\infty \\
& x[n-3] \\
& \text {.....!. } \\
& z^{-3}\left(2 z^{2}+2+z^{-1}\right) \\
& 0<|z| \leq \infty
\end{aligned}
$$

Geometric Progression: $\sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{aligned}
& x[n] \\
& \text {...!.!..... } \\
& 2 z^{2}+2+z^{-1} \\
& 0<|z|<\infty \\
& x[n-3] \\
& \text {.......i... } \\
& z^{-3}\left(2 z^{2}+2+z^{-1}\right) \\
& 0<|z| \leq \infty \\
& \alpha^{n} u[n]_{\alpha=0.8} \\
& \text {-..! ! • • • -- } \\
& \frac{1}{1-\alpha z^{-1}} \\
& \alpha<|z| \leq \infty
\end{aligned}
$$

Geometric Progression: $\sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{aligned}
& x[n] \quad-.!.!\cdot \ldots-z^{2}+2+z^{-1} \quad 0<|z|<\infty \\
& x[n-3] \\
& \text {......i.i... } \\
& z^{-3}\left(2 z^{2}+2+z^{-1}\right) \\
& 0<|z| \leq \infty \\
& \alpha^{n} u[n]_{\alpha=0.8} \\
& \text {-..! ! • • •-- } \\
& \frac{1}{1-\alpha z^{-1}} \\
& \alpha<|z| \leq \infty \\
& -\alpha^{n} u[-n-1] \quad-\quad . . . . . .^{\circ} \cdot-
\end{aligned}
$$

Geometric Progression: $\sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{aligned}
& x[n] \quad-.1 .!\cdot \ldots \quad 2 z^{2}+2+z^{-1} \quad 0<|z|<\infty \\
& x[n-3] \\
& \text {.....i.i... } \\
& z^{-3}\left(2 z^{2}+2+z^{-1}\right) \\
& 0<|z| \leq \infty \\
& \alpha^{n} u[n]_{\alpha=0.8} \\
& -\alpha^{n} u[-n-1] \\
& \text {...!!!... } \\
& \frac{1}{1-\alpha z^{-1}} \\
& \alpha<|z| \leq \infty \\
& \frac{1}{1-\alpha z^{-1}} \\
& 0 \leq|z|<\alpha
\end{aligned}
$$

Geometric Progression: $\sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}$

## z－Transform examples

The sample at $n=0$ is indicated by an open circle．

$$
\begin{aligned}
& u[n] \\
& \text {.-.....门il. } \\
& \frac{1}{1-z^{-1}} \\
& 1<|z| \leq \infty \\
& x[n] \\
& \text {-.. . . . . . . - } \\
& 2 z^{2}+2+z^{-1} \\
& 0<|z|<\infty \\
& x[n-3] \\
& \text {-.....•. ... } \\
& z^{-3}\left(2 z^{2}+2+z^{-1}\right) \\
& 0<|z| \leq \infty \\
& \alpha^{n} u[n]_{\alpha=0.8} \\
& -\alpha^{n} u[-n-1] \\
& \text {-..! ! • ••- } \\
& \frac{1}{1-\alpha z^{-1}} \\
& \alpha<|z| \leq \infty \\
& \frac{1}{1-\alpha z^{-1}} \\
& 0 \leq|z|<\alpha
\end{aligned}
$$

Note：Examples 4 and 5 have the same z－transform but different ROCs．

$$
\text { Geometric Progression: } \sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}
$$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{aligned}
& u[n] \quad-\ldots . l_{i l}^{--} \quad \frac{1}{1-z^{-1}} \quad 1<|z| \leq \infty \\
& x[n] \\
& \text {-.. . . . . . . - } \\
& 2 z^{2}+2+z^{-1} \\
& 0<|z|<\infty \\
& x[n-3] \\
& \text {-.....•. ... } \\
& z^{-3}\left(2 z^{2}+2+z^{-1}\right) \\
& 0<|z| \leq \infty \\
& \alpha^{n} u[n]_{\alpha=0.8} \\
& -\alpha^{n} u[-n-1] \\
& \text { nu } n \text { ] } \\
& \begin{array}{ll}
\frac{1}{1-\alpha z^{-1}} & \alpha<|z| \leq \infty \\
\frac{1}{1-\alpha z^{-1}} & 0 \leq|z|<\alpha
\end{array}
\end{aligned}
$$

Note: Examples 4 and 5 have the same z-transform but different ROCs.

$$
\text { Geometric Progression: } \sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}
$$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{aligned}
& u[n] \quad-\ldots . l_{i l}^{--} \quad \frac{1}{1-z^{-1}} \quad 1<|z| \leq \infty \\
& x[n] \\
& \text {... . . . . . . - } \\
& 2 z^{2}+2+z^{-1} \\
& 0<|z|<\infty \\
& x[n-3] \\
& \text {-.....•. ... } \\
& z^{-3}\left(2 z^{2}+2+z^{-1}\right) \\
& 0<|z| \leq \infty \\
& \alpha^{n} u[n]_{\alpha=0.8} \\
& -\alpha^{n} u[-n-1] \\
& n u[n] \\
& \frac{1}{1-\alpha z^{-1}} \\
& \alpha<|z| \leq \infty \\
& \frac{1}{1-\alpha z^{-1}} \\
& 0 \leq|z|<\alpha \\
& \frac{z^{-1}}{1-2 z^{-1}+z^{-2}} \\
& 1<|z| \leq \infty
\end{aligned}
$$

Note: Examples 4 and 5 have the same z-transform but different ROCs.

$$
\text { Geometric Progression: } \sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}
$$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{aligned}
& u[n] \quad-\ldots .{ }^{2}\left|\prod_{--} \quad \frac{1}{1-z^{-1}} \quad 1<|z| \leq \infty\right. \\
& x[n] \\
& \text {... . . . . . . - } \\
& 2 z^{2}+2+z^{-1} \\
& 0<|z|<\infty \\
& x[n-3] \\
& \text {-.....•. ... } \\
& z^{-3}\left(2 z^{2}+2+z^{-1}\right) \\
& 0<|z| \leq \infty \\
& \alpha^{n} u[n]_{\alpha=0.8} \\
& -\alpha^{n} u[-n-1] \\
& n u[n] \\
& \text {-..! ! •••- } \\
& \frac{1}{1-\alpha z^{-1}} \\
& \alpha<|z| \leq \infty \\
& \frac{1}{1-\alpha z^{-1}} \\
& 0 \leq|z|<\alpha \\
& \frac{z^{-1}}{1-2 z^{-1}+z^{-2}} \\
& 1<|z| \leq \infty \\
& \sin (\omega n) u[n]_{\omega=0.5}
\end{aligned}
$$

Note: Examples 4 and 5 have the same z-transform but different ROCs.

$$
\text { Geometric Progression: } \sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}
$$

## z－Transform examples

The sample at $n=0$ is indicated by an open circle．

$$
\begin{aligned}
& x[n] \\
& \text {-.. . . . . . . - } \\
& 2 z^{2}+2+z^{-1} \\
& 0<|z|<\infty \\
& x[n-3] \\
& \text {-.....•. ... } \\
& z^{-3}\left(2 z^{2}+2+z^{-1}\right) \\
& 0<|z| \leq \infty \\
& \alpha^{n} u[n]_{\alpha=0.8} \\
& -\alpha^{n} u[-n-1] \\
& \text { nu } n \text { n] }
\end{aligned}
$$

$$
\begin{aligned}
& \frac{1}{1-\alpha z^{-1}} \\
& \alpha<|z| \leq \infty \\
& \frac{1}{1-\alpha z^{-1}} \\
& 0 \leq|z|<\alpha \\
& \frac{z^{-1}}{1-2 z^{-1}+z^{-2}} \\
& 1<|z| \leq \infty \\
& \sin (\omega n) u[n]_{\omega=0.5} \\
& \text {....•• } \\
& \frac{z^{-1} \sin (\omega)}{1-2 z^{-1} \cos (\omega)+z^{-2}} \quad 1<|z| \leq \infty
\end{aligned}
$$

Note：Examples 4 and 5 have the same z－transform but different ROCs．

$$
\text { Geometric Progression: } \sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}
$$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{aligned}
& u[n] \quad-\ldots .{ }^{\prime} \mid \text { il-- } \quad \frac{1}{1-z^{-1}} \quad 1<|z| \leq \infty \\
& x[n] \\
& \text {...!.!..... } \\
& 2 z^{2}+2+z^{-1} \\
& 0<|z|<\infty \\
& x[n-3] \\
& \text {......!.... } \\
& z^{-3}\left(2 z^{2}+2+z^{-1}\right) \\
& 0<|z| \leq \infty \\
& \alpha^{n} u[n]_{\alpha=0.8} \\
& -\alpha^{n} u[-n-1] \\
& n u[n] \\
& \sin (\omega n) u[n]_{\omega=0.5}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{1}{1-\alpha z^{-1}} \\
& \alpha<|z| \leq \infty \\
& \frac{1}{1-\alpha z^{-1}} \\
& 0 \leq|z|<\alpha \\
& \frac{z^{-1}}{1-2 z^{-1}+z^{-2}} \\
& 1<|z| \leq \infty \\
& \frac{z^{-1} \sin (\omega)}{1-2 z^{-1} \cos (\omega)+z^{-2}} \\
& 1<|z| \leq \infty \\
& \cos (\omega n) u[n]_{\omega=0.5} \\
& \ldots . .
\end{aligned}
$$

Note: Examples 4 and 5 have the same z-transform but different ROCs.

$$
\text { Geometric Progression: } \sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}
$$

## z-Transform examples

The sample at $n=0$ is indicated by an open circle.

$$
\begin{aligned}
& u[n] \quad-\ldots .{ }^{2}\left|\prod_{--} \quad \frac{1}{1-z^{-1}} \quad 1<|z| \leq \infty\right. \\
& x[n] \\
& \text {...!.!..... } \\
& 2 z^{2}+2+z^{-1} \\
& 0<|z|<\infty \\
& x[n-3] \\
& \text {.......门... } \\
& z^{-3}\left(2 z^{2}+2+z^{-1}\right) \\
& 0<|z| \leq \infty \\
& \alpha^{n} u[n]_{\alpha=0.8} \\
& -\alpha^{n} u[-n-1] \\
& n u[n] \\
& \sin (\omega n) u[n]_{\omega=0.5}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{z^{-1} \sin (\omega)}{1-2 z^{-1} \cos (\omega)+z^{-2}} \\
& 1<|z| \leq \infty \\
& \cos (\omega n) u[n]_{\omega=0.5} \\
& \ldots{ }^{\circ} \cdot \\
& \frac{1-z^{-1} \cos (\omega)}{1-2 z^{-1} \cos (\omega)+z^{-2}} \quad 1<|z| \leq \infty
\end{aligned}
$$

Note: Examples 4 and 5 have the same z-transform but different ROCs.

$$
\text { Geometric Progression: } \sum_{n=q}^{r} \alpha^{n} z^{-n}=\frac{\alpha^{q} z^{-q}-\alpha^{r+1} z^{-r-1}}{1-\alpha z^{-1}}
$$
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Most $z$-transforms that we will meet are rational polynomials with real coefficients, usually one polynomial in $z^{-1}$ divided by another.
$G(z)=g \frac{\prod_{m=1}^{M}\left(1-z_{m} z^{-1}\right)}{\prod_{k=1}^{K}\left(1-p_{k} z^{-1}\right)}=g z^{K-M} \frac{\prod_{m=1}^{M}\left(z-z_{m}\right)}{\prod_{k-1}^{K}\left(z-p_{k}\right)}$
Completely defined by the poles, zeros and gain.
The absolute values of the poles define the ROCs:
$\exists R+1$ different ROCs
where $R$ is the number of distinct pole magnitudes.

Note: There are $K-M$ zeros or $M-K$ poles at $z=0$ (easy to overlook)
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Partial Fractions: $G(z)=\frac{0.75}{1+0.5 z^{-1}}+\frac{1.25}{1-1.5 z^{-1}}$

| ROC | ROC | $\frac{0.75}{1+0.5 z^{-1}}$ | $\frac{1.25}{1-1.5 z^{-1}}$ | $G(z)$ |
| :---: | :---: | :---: | :---: | :---: |
| a | $0 \leq\|z\|<0.5$ |  | - . . ${ }^{\circ}$ | $\left.\right\|^{1} 1 . \ldots$ |
| b | $0.5<\|z\|<1.5$ | ...]. $\cdot$. | . ${ }^{\circ}$ | $\cdots \cdot!^{\text {b }} \cdot \cdots$ |
| c | $1.5<\|z\| \leq \infty$ | ... ${ }^{\text {. }}$. | .....ili | .....ili |
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In practice use a combination of partial fractions and table of $z$-transforms.
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| tf2zp，zp2tf | $\frac{b\left(z^{-1)}\right.}{a\left(z^{-1}\right)} \leftrightarrow\left\{z_{m}, p_{k}, g\right\}$ |
| :---: | :---: |
| residuez | $\frac{b\left(z^{-1}\right)}{a\left(z^{-1}\right)} \rightarrow \sum_{k} \frac{r_{k}}{1-p_{k} z^{-1}}$ |
| tf2sos，sos2tf | $\frac{b\left(z^{-1}\right)}{a\left(z^{-1}\right)} \leftrightarrow \prod_{l} \frac{b_{0, l}+b_{1, l} z^{-1}+b_{2, l} z^{-2}}{1+a_{1, l} z^{-1}+a_{2}, z^{-2}}$ |
| zp2sos，sos2zp | $\left\{z_{m}, p_{k}, g\right\} \leftrightarrow \prod_{l} \frac{b_{0, ⿰ ㇒ ⿻ 土 一 𧘇}+b_{1, l} z^{-1}+b_{2, l} z^{-2}}{1+a_{\in 1, l} z^{-1}+a_{2, l} z^{-2}}$ |
| zp2ss，ss2zp | $\left\{z_{m}, p_{k}, g\right\} \leftrightarrow\left\{\begin{array}{l}x^{\prime}=A x+B u \\ y=C x+D u\end{array}\right.$ |
| tf2ss，ss2tf | $\frac{b\left(z^{-1)}\right.}{a\left(z^{-1}\right)} \leftrightarrow\left\{\begin{array}{l}x^{\prime}=A x+B u \\ y=C x+D u\end{array}\right.$ |
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For further details see Mitra:1 \& 6 .

