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Abstract

In this paper we devdop anation of “ objedive trust” for
Sdtware Agents, that is trust of, or between, Agents based
on actual experiences between those Agents. Experiential
objedive trust allows Agents to make dedsions about how
to seled other Agents when a choice has to be made. We
introduce a mechanism for such an “ objedive Trust-Based
Agent” (0TB-Agent). The trust one Agent places in another
is dynamic, updated on the basis of each experience We
summarise exerimental results obtained from a simulated
trading environment.

1. Introduction

The trust relationship that might exist between two parties
(human or artificial) has, in its broadest sense, proved
difficult to define ([2], [3], [4]). We synthesise the
foll owing as a working definition, suited to the purposes of
this paper. “Trust is the assesament by which ore
individud, A, expeds that anaher individud, B, will
perform (or not perform) a given action on which its (A's)
welfare depends, but over which it has limited control”.
Trust therefore implies a degree of dependency of A on B,
this dependency may be redprocd. Becaise of its many
implicaions for automated eledronic trading and
commerce, trust between autonomous ftware Agents is
the subjed of on-going reseach. For instance
Castelfranchi and Falcone [1] argue that trust is subjedive
and dfferent beliefs can be combined to creae aDegreeof
Trust measure. Jonker and Treur [3] present a formalised
framework for the description of trust based on sequences
of experiences between Agents. We take a pradicd and
experimental approach to trust through experience.

2. Thetrading scenario

Figure one illustrates the experimental trading scenario we
have used to test and evaluate oTB-Agent based trading. Its

purpose is to alow us to investigate the pradicd
conseguences of trust relationships in autonomous trading
under controlled conditions, and to make observations
about the role of trust and trustworthiness in e-commerce

Trading is divided into trading cydes, ead involves
three transaction steps. First, the bid step, in which
customer Agents recave demand for commodity units from
“end-users’ and issue bids to supplier Agents to mee that
demand. Seoond, the offer step, in which supplier Agents
seled customer agents to serve and make offers of unitsin
response to the bids they have receved. Third, the
utili sation step, in which customers distribute the units they
have been off ered to their end-users, and notify the supplier
that offered them units if they utilised al the dlocaion
they were offered. Any units not taken up by customer
Agents are lost, to the immediate detriment of the supplier.
Customer Agents can overbid for more units than they need
in an attempt to safeguard their supply in times of shortage,
at the risk of appeaing wuntrustworthy.
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Figure one: The Trading Scenario
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Every Agent maintains a trust vedor, t, quantitatively
recording the “opinion”, based on dired experience, that
Agent holds about the trustworthiness of the other Agents
with which it can trade. The trust vector forms the primary
source for seleding trading partners, and is itself updated
after eadh transadion. In the experiments described here
customer Agents preferentially seled suppliers they trust to
offer them the units they require. Similarly, supplier Agents
attempt to distribute their supply of units preferentially to



customer Agents they trust to passthose units on to its end-
users. While demand may vary between trading cycles, the
total amount of units available (supply) is taken as fixed.

There is no overall control or centralised mediation in
this model. Each Agent makes its current trading dedsions
based on its past experiences of trading with other Agents,
seleding Agentsit most trusts to trade with.

3. Thetrust functions

A customer Agent’s trust vedor is updated on the basis of
the perceived reliability of a supplier, offers made in
response to bids. A supplier Agent’s trust vector is updated
by comparing uilisation to offers made. The trust
dependency relationship is therefore redprocad between
customer and supplier. The trust function takes two
parameters, a (0 < a < 1), the degreeto which a positive
experience enhances trust, and 3 (0 < 3 < 1), the degreeto
which a negative experience damages the relationship.
Each element (,,t,) in Agent m’'s trust vedor, t, is updated
after atransadion with atrading partner Agent (n) thus:

mbn < mbn - (B * wt), if arequest was made, but
no corresponding offer receved, or

mbn « mb+ (0 * (1 - t), if request satisfied, or

mtn « mtn + ((G * (requeg - Offer)) * (l - mtn))1 if
offer < request, or

mtn isleft unchanged atherwise.

These formulations are normalised such that a sequence
of positive experiences asymptoticdly moves trust .t
towards 1.0 (full trust), but a sequence of negative
experiences moves it towards 0.0 (complete distrust).

The function matches our intuition that trust is most
enhanced by getting exadly what we expeded, partially
enhanced by getting some of our request and damaged by
being excluded. The formulation also conforms to our
expedation that recent experiences ould be given greaer
weight that ealier ones, a mechanism for the forgiveness of
past transgressions. Similar formulations find application in
areas auch asreinforcement learning.

5. Experimental findings (summary)

We have performed an extensive series of experiments with

this mechanism, and have observed the following paints,

which appea to have some parall els with human commerce

and important impli cations for e-commerce

e Agents tend to form tight trading partnerships, and in
static supply:demand conditions trade preferentialy
within those diques (“trust-begets-trust™)

¢ When demand exceals supply, some austomer Agents
fail to develop relationships with a sufficient number
of suppliers to meets their needs (and vice-versa when
supply exceals demand) — “trust begets viabili ty”

«  When demand increases to exceal supply, supplier
Agents discard less trusted customers first — “trust
begets loyalty”

* Gredaly Agents, those who wastefully overbid, can be
successful by nurturing preferential trust relationships
with spedfic suppliers, at the expense of their overall
reputation within the cmmunity — “the selfish can
appea trustworthy”
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Figure two: Effect of changing demand on trust

Figure two illustrates the effed on perceived trust as
demand changes relative to supply. It shows the trust vector
values held by one austomer Agent (number 18 o 20) for
ead of 10 passble supplier Agents. When supply equals
demand (cycles 0-99) Agent 18 develops (and trades with)
four suppliers regularly (suppliers 1, 5, 8 and 9). When
supply is reduced to 75% of demand at cycle 100, supplier
9 drops customer 18, its least favoured customer (and so
now appeas untrustworthy to Agent 18). Close inspedion
reveds that the relationship between customer 18 and
supplier 9 was the last to develop and was the weakest of
the four. Note dso the general tightening of relationships as
supply is reduced.

Further discussion on the nature of trust, detail s of the
algorithm and experimental results may be found in [4].
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