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Abstract. This paper takes the view that to be ensidered autonomous, a
software agent must possessthe means by which to manage its own motivations
and so define new goals. Using the motivationa theories of Abraham Maslow
as a starting pant, we investigate the role that argumentation processes might
play in balancing the many competing aspeds of awhole ajent’s motivational
agenda. Thisis developed into an Agent Argumentation Architedure (AAA) in
which multiple “faculties’ argue for different aspeds of the total behavior of
the Agent. The overall effed of these internal arguments then defines the overt
“personality” of the agent.

1 Introduction

In this discusson paper we consider the nature of autonamy, what it means to be
autonamous and how a greaer degreeof autonomy might be atieved in independent
machines. We shall use the notion d a software agent as the exemplar type of system
to discussthe nature of autonomy, but also draw onideas from psychologicd theory.

Autonamy shoud be wnsidered as sparate from automatic or independent
operation[11], [12], [15], [25]. Luck and dlnverno[11] have proposed the view that
an oljed can be regarded as an agent onceit has goals and the means to effed them,
and an autonamous agent one that has motivations, and so the &ility to creae goals
acording to some internal, hidden and changeale ayenda. By this definition the
overwhelming mgjority of “autonamous agents’ of the type charaderized by [6] and
[13] would be more properly defined as independent. In this view autonamous
systems cover a wide spedrum of degrees of autonamy. The ealiest obvious
preaursors, Cybernetic or homeostatic [27] madines use pre-defined (but possbly
self-adjusting) control strategies to maintain a pre-defined set point. As with these
automatic systems, the readive or behaviorist model [2] is certainly independent of
the programmer, but tied to the strategies laid dowvn by its program. In the standard
BDI agent model [21], for instance immediate pre-programmed strategies are
replaced by agoal driven approach in which dedsions abou which spedfic adionsto
be taken are deferred urtil the goals are adivated.

This paper investigates the situation where asoftware agent has control of its goals
and dedsion-making process but also the aility to set and maintain its own agenda
of goals and seled adions for expresson acording to an individualized class of



arguments and internal priorities. Full autonamy and thus complete freedom from the
programmer requires that the agent can learn new adivities, adopt new goals and, for
complete autonamy, devise new leaning strategies also.

The term “autonamy” is derived from the ancient Greek AuTovoula, meaning
self-regulation by having self-laws. Formal models of Deortics, the formalization o
duties, obligations and prohibitions, seam courterproductive in this context. At their
heat, the paradox d the notion o something that is obligatory, yet couded to
sanction to be gplied if that obligationis nat fulfilled (“contrary to duty”). Note that
this paper is not a discusson d mordity, of rights and wrongs, but rather of
mechanism. A fully autonamous agent canna be obliged (as in deortics) to conform
to law, but must dedde the cnsequences under its own prioritization and procead o
not (e.g. withou sanction, law has no effed). An agent need na be isolated from
other agents, it will need to interad and cooperate with peas. Furthermore, an agent
does not need to ad as a servant, but might eled to ad as such.

We aeinterested in producing a generic architedure, building on nadions propased
by Kakas and Morditis [8], for emboded and noremboded entities to achieve full
autonamy for its own sake. But we will then consider implications for pradicd
techndogy, which may in turn tell us something abou the human condtion. Why, for
instance, do we ansider ourselves autonamous? Having made the propasal for such
an architedure in the body d this position paper, we return in the discusson sedion
to these iswues. The isales under discusson here ae & the elge of what current
techniques in reasoning can be expeded to adiieve, and are perhaps at the very
boundxry of what logic can be expeded to represent, at least in its current form ([9]
for a discusdon). Detailed considerations of the logic formalizaion fall outside the
scope of thispaosition paper.

Sedion two presents a view of the motivational theories [14] of Abraham Maslow
(19081970, and asks whether they can dffer any insight into how a software ayent
may be made more completely autonamous. A software agent might do so by taking
more immediate control of its own behavioral agenda, setting its own gaals and
determining the overall outcomes and consequences to the gent in terms of those
various and varying motivating fadors. We shall use the gproach laid ou by Maslow
as a starting pant, but argue that its provisions do nd entirely apply in the cae of
Software Agents.

Sedion three we will 100k at extensions to the last class of autonamous agents,
loosely based on ndions of the BDI architedure ([1], [21]), in which processes
(“faaulties’) encgpsulating a number of different top-level goals (which appea as
“motivations’ to an olserver of the agent, or to the introspedive agent) must both
propose new adions or goals that suppat the aeathey are responsible for, and argue
that these goals doud be adopted by the ayent as a whole. We shall take the view
this overall process can and shoud be viewed and modeled as one of a didedic
argumentation game, in which individual faaulties must both argue for the value of
their individual contribution, of which they are apart.

Argumentation hes found favor recently as a way of modeling legal arguments
using logic ([10], [19], and [2Q] for review). We note that there ae significant
differences between legal and internal argumentation, and that the cdegories of
argument must therefore be different. Sedion five will discuss a procedural layer,
providing for a game-li ke protocol by which the agumentation might take place



2 Personality and Motivations

This ®dion takes as its garting padnt a discusson d the motivational theories of
Maslow [14]. Masdow’s work has been influentia in the understanding o human
drive anditsrelationship to the expresson d personality (and thenceto ou nations of
autonamy as individuals). It is important because it attempts to relate a model of
underlying processs to observable traits, and as such stands apart from work which
primarily serves to categorize and measure persondity (e.g. [5], [7], and [22] for
review).

Maslow describes five dasses of motivation, forming a dynamic “needs
hierarchy”. At the base level are Physiological needs, the immediate requirements to
maintain the function d the organism. These nedls, in the living aganism, will
include homeostatic [27] functions, such as blood sugar or oxygen balance, or
hydration levels. Physiologicd needs may also drive complex behaviors, such asfood
aqquisition, that are not well modeled with a control theoretic goproach. At the next
level Safety Needs predominate. In this resped Maslow spedficdly refers to the
seach for stability and freedom from fea and anxiety in the individual’s continuing
context, rather than freedom from immediate danger. At the third level Belongingness
and Love Needs emerge. These refer to the goparent human requirement to seek out
and maintain immediate mntad with ather individuals in a caing and cared for
context (“the giving and receving d affedion”). Maslow argues that failure to
achieve or denial of these needs leads to a wide range of distressing psychologicad
symptoms. At the fourth level Esteem Needs emerge. Maslow divides these needs
into two primary caegories, the neal for self-esteem, “... the desire for strength,
achievement ... independence and freedom” and for the esteem of others, “... status,
fame ad dory, dominance recogrition, attention, importance dignity, or
appredation”. It is clea that these two caegories (as with the other magjor neeals)
cover a broad spedrum of possble drivers for adivity. At the final level Self-
actualization Needs, the individual is driven to develop its capabiliti es to the highest
degree possble, “what humans can be, they must be”. This level will include
invention and aesthetic (musicd, artistic, and, presumably, scientific) achievement.

In describing this as a needs hierarchy, Maslow postulates that until a lower level
need is stisfied, the next level will not emerge. We suggest that this does not
represent a true hierarchy (in the sense that one level fadlit ates, or is fadlitated by,
the next), rather that the lower, say physiologicd nedls, are just generally more
urgent than the others, so the agument for satisfying them becmmes correspondngly
stronger and nd easily overturned by less urgent topics. Such a mechanism till
appeas to the observer as a “hierarchy” in the manner indicaed by Maslow. Yet it is
clea that, in humans at least, the higher-level “needs’ can completely subsume the
lower. An artist might starve in his garret to produce works of grea personal
aestheticism, which nobodyelse gpredates. An ambitious person might seek pulic
esteam at the expense of personal relationships and happiness— yet still be aglutton.

Kakas and Moraitis [8] describe the power structure between the basic Maslow
levels (motivations M; and M,, for instance) using a priority relation (h_p(M,M)))
indicating that M, has a higher priority than M. Morigna and Hayes-Roth [17]
suggest a weighting vedor to arbitrate between levels. These schemes have agross
effed on “persondlity”. The levels appea to have, and reed to have, a more subtle
interadion, sometimes winning ou, sometimes losing.



Maslow elegantly cgpturesthisidea “soundmotivational theory shoud ... assume
that motivation is constant, never ending, fluctuating, and complex, and that thisis an
almost universal charaderistic of pradicdly every ... state of affairs.” The model we
propase divides the ggent’s reasoning into many independent but interading faaulties.
Eadch faaulty is resporsible for arguing the cae for the adivity or approach for which
it isresporsible and any that suppat it, and arguing against any that would contradict
it. The strength of ead faalty is determined primarily by the number and
applicability of arguments it has available, but ultimately on ndions of implicit
preferencewhich definitively answers the question “what is it that | want more?”

Maslow argues that there is no value in trying to enumerate afixed list of drives
(despite producing longlists of neal descriptive ajedivesto ill ustrate hislevels), and
that drives overlap and interad. Yet to produce an equivalent “motivation theory” for
a software aent, we must exadly isolate the spedfic fadtors that will motivate the
behavior of the individual agent and produce some form of explanation asto why they
shoud beincorporated into the designin additionto propasing a mechanism by which
they might appea as “never ending, fluctuating, and complex”.

In this part of the paper we nsider a partial equivalence between the human
interpretations of the Maslow motivations to that of a software agent. Agent faaulties
can be divided into severa main groupng. (1) Operational: those relating to the
immediate protedion d the agent and its cortinuing operation. (2) Self-benefit:
Those relating to aspeds of the ayent’s behavior that is diredly related to its ongdng
protedion and individual benefit. (3) Peer-interaction: those relating to individualy
identified entities, human o artificial, with which it has edfic relationships. (4)
Community-interaction: those relating to the aent’s placein an eledronic society
that might contain bah oher software aents and humans, with which it must
interad. This category might include both informal and ingtitutionalized groups. (5)
Non-utilitarian: longer-term adivities, not diredly related to tasks that offer an
immediate or readily quantified benefit.

We as3ume that the key resource that a software agent must maintain is accessto
procesor cycles, asciated data storage and the communications medium refleding
the immediate protedion criteria (1). Withou immediate accesto an adive host the
agent is completely ineffedive and effedively dead. The situation is smewhat more
apparent with an emboded agent, such as a roba, where accssto urinterrupted
power and avoidance of physica damage ae dea criteria[17].

Category (2) above euates broadly to the safety neeads. In this caegory an e
commerce gent might seek to acawmulate financia strength to pay for a reliable
infrastructure strategy, or construct a viable migration dan.

Category (3) addresses how to interad with immediate, individually identified
humans and aher software ayents. Each will have its own persondlity, and the gent
must tailor its interadions with them in spedfic ways to maintain appropriate
relationships and ke ale to achieveits goalsin the future. This broadly equates to the
cae and kinship neals, thoughit may be that an autonamous agent might take a
hostile view towards a third party, perhaps arguing that “my friend's enemy is my
enemy”. That is, the relationship between an established aly is more important than
the third party, and that it would be jeopardized by perceived collaboration with that
third party. An aternative, more social, view would propcse the ggent has a duty of
care towards them anyway. How an autonomous agent would represent or expressa
personal dislike remainsto be explored.



In caegory (4) the ggent acaimulates arguments relating to the pee groups,
identified, but nat individualized and towards the greder society in which it, and any
human partner with which it is asociated must operate. In the cae of an e-commerce
assstant agent, this will aimost certainly include aspeds of the full legal system, and
would certainly include the norms and standards of the particular trading circles in
which the agent and partner choose to operate.

Level (5) remains problematic for software agents in the eésence of a “fed-good
qualia for agents, but one might speaulate that successul agents, those that have
acamulated an excessof resources by careful management or goodluck would have
the oppatunity to continue exploring their world for self-improvement alone. One
could speaulate even further that some might continue to acawmulate excessresources
for its own sake, or enter into philanthropic adivities for lessfortunate agents or
agent communiti es of their choasing.

3 A Game-based Architecturefor Dialectic Argumentation

The Agent Argumentation Architedure (AAA), shown in Figure 1, consists of the
following comporents, an Argumentation State, a Knowledge Base (KB), a number
of Faallties (F), an “attender” modue (managing the flow of incoming information)
and a “Planner/Effedor” modue (resporsible for making gdans from goals and
performing adions as required). The interadion between comporents is organized as
a omplex game @nsisting d argument sub-games for achieving gals. We draw
from the representation arealy available in [23] to describe games of this kind in
terms of the valid moves, their effeds, and condtions for when these agument sub-
games terminate and when goals may be reestabli shed.

The Argumentation State (AS): A communal structure for the arrent state of the
game, including the aguments put forward, and nd yet defeaed or subsumed, but
accesgble by the faaulties and the input and ouput modues.

The Knowledge Base (KB): Acts, conventionaly, as a longterm repository of
as®ertions within the system. For the purpase of the discusson that foll ows we shall
asame that the dements held in KB take the form of conjedures, rather than
expresgons of fad. To assume this implies that the knowledge of the gent is non
monaonic, credulous (as oppaed to skepticd), and alows inconsistency. On the
other hand, a monaonic, skepticd and consistent knowledge base hardly all ows for
an argumentation process asit is always obliged to agreewith itself.

We will partition the KB acwording to the Maslow motivation types (KB = {K_, O
K,OK,OK,OK.,}, aindicaed by the solid radia line in figure 1) and
acording to the faaulties (KB = {K, O ... O K, }, asindicaed by the dotted radial
linesin figure 1). We asume that the number of faaulties (n) will be greder than 5,
and that some faaulti es will i mpinge on more than ore motivational caegory.
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Figure 1: The Agent Argumentation Architedure (AAA)

The Faculties: Faaulties (F = {f, ... f}) are resporsible for particular aspeds of
the whole aggent’s posshle agenda, which taken together will comprise every asped
that the agent can address Eacdh faaulty may therefore ague that a goal shoud be
established to adively achieve some aped of that agenda (or avoid some situation
that would be detrimental to the agenda). Equally it must monitor the goals and
adions propcsed by dher faaulties to determine whether the cnsequences of those
goals or adions would interfere with or contradict some aped of its own agenda. If
some proposal suppats the faaulty’s agenda, it will argue in suppat of the proposal,
or argue aaingt it if the agenda is contradicted. A faaulty could, of course be
ambivalent towards a propcsal, which can have both pasitive and regative
consequences, the faaulty being suppative, unsuppative or neutral acwrding to the
relative merits of the two pasitions. Each faaulty is arguing the whole agent’s best
interests are served by pusuing (or not pursuing) certain courses of adion, but from
its gpedfic viewpoint. There is no winner or loser; ead faallty is (or at least, shoud
be) working towards the overall advantage of the whole agent. Esentially eadh
faaulty has an “opinion” of what is best for the agent as a whale, but from its limited
viewpoint, and must successully argue its case ajainst other possbly competing
views for thisto prevail and become incorporated into the agent’s overt behavior.

The “ Planner/Effedor” module: Is resporsible for creding prototype plans from
agred gaals and effeding adions from agreed plans.

The “Attender” module: We @ame that there is a ontinuows dream of
incoming information, which will comprise of at least the following types of item:



requests to perform adivities on behalf of other agents, broad suggestions of things
the agent might like to do o adopt (for instance, adverts, suggestions by providers
that the redpient would be avantaged by puchasing a doing something), “news’
items, indicating the outcome of various previous adions and adivities, and solicited
or unsolicited asertions from other agents, which the arrent agent may or may nat
wish to adopt ac@rding to its current motivational strategy. These ae delivered to the
AS and dscarded soon, ead faaulty having a brief time to insped and adopt them
into the KB if required.

4 TheRoleof Argumentation

In this dion we onsider how argumentation, [10], [19], [20] might play arolein
the achitedure for a fully autonamous agent described in the last sedion. The
magjority of work in argumentation hes been condwted as an approach to the
mechanization d the legal process (often) seeking to model how lawyers condict
cases. In Prakken and Sartor’s view [20] a (legal) argumentation system will have
four notional layers, a logical layer defining the structure of arguments and the
underlying semantics, a dialectical layer defining hov conflicting arguments will be
resolved, a procedural layer defining the discourse rules for the agumentation and a
strategic or heuristic layer providing rational ways to condwct the agumentation.
Much attention falls onto the second d these, as it cgptures the form of the
argumentation process As legal argumentation is primarily combative it is often
considered as an n-ply game in which ore party presents an assrtion, which the other
party then attempts to owerturn, leaing in turn to the possbility of a
counterargument, and so on The procedure terminates when there is no further
effedive murnterargument to be made and the agument is therefore won a lost.

Legal argumentation is, in the English and US tradition, both combative and
largely retrospedive, comprising acasations and rebuttals between proseaution and
defense. In the legal processthere is an owerall and external framework to arbitrate
between the parties (the statutes) and sanctions to be goplied to those found guity. In
the proposed model for autonomy, the agumentation will be eou current or future
events, goals and adions, and the mnsequences that may follow if one route or
another is taken. There will be no owrall guiding external principle against which a
definitive dedsion abou what to adopt as the overt behavior of the agent might be
judged. Existing models of legal argumentation [20] rely on four major types of
argumentation strategy (though neé necessarily al in the same system): Conflicts,
arguments reading dffering conclusions may be rebutted, where one asped of an
established argument is siown na to hdd in the aurrent circumstances, assumption
attack, the sssumption d non-provability is presented with a proof, and undercutting,
where one agument challenges the rule of inference used by another. Argument
comparison, where lines of argument are dedded by recurse to a higher principle.
Argument status, where defeaed arguments may be reinstated if the rebuttal is itself
defeaed. In defeasible argumentation, general rules may be defeaed by more
spedfic ones, where adefined priority relationship exists.

The aent argumentation system is driven by the seach for, and resolution o
conflicts. Conflicts arise where two faaulties arrive & different conclusions at the end
of individual chains of consequences, or one as<rts that an adion bythe other will be



detrimental to its agenda. We identify six clases of argument appropriate to the
AAA

Goal Proposal Move: Some faaulty f, determines that prevailing circumstances
imply that agoal must be ssserted or will become aserted shortly.

Conflict of Interests Moves. For a goal or adion poposed by faalty f, with
intended consequence x, faaulty f_ asserts that some y, which it believes is also
consequential leads to a mnflict, either by asserting an adion that f determines as
detrimental (interest conflict) or interfering with a airrent plan of f_ (resource
corflict). f, may retrad, propose an alternative or a cvering adion.

Alternative Argument Move: Faallty f , having deteded a onflict of interests,
proposes an dternative solution to achieve f s original goal in a manner that does not
conflict with its agenda (cooperative).

Retraction Move: Faadlty f, retrads a proposed adion a goal, because it is no
longer applicable to f, because of changed circumstances (including conflict with
another faaulty).

Undercut Move: Faaulty f, challenges the as<rtion that there is a @nflict, and
attempts to undercut f's consequence dain, by arguing f, has included an invalid
step or overestimated its significance

Covering-action Move: Some adion a has a positive outcome for f , but givesrise
to a potential liability acwordingto f,, f,, may propcse aprior adion that would avoid
theliability. Thisisa “duty of care” argument, complicaing the behavior of the agent
to ameliorate possble (but not certain) negative outcome. This argument is
particularly valuable where the undesirable mnsequenceisrare, but highly damaging.

In this model, the aent is required under normal circumstances to completely
exhaust the agumentation process i.e. to explore dl the rational routes to a dedsion
[1]. A hung cedsion would, in an isolated system, represent a cnsiderable dilemma
with the agent unable to ad. In a @wnreded system, new information is aways
arriving onthe AS, and this new information may be sufficient to tip the balance one
way or the other. Thisis, perhaps, theided, but likely the agent canna wait.

Underlying much of human dedsion-making would appear to be a @omplex web of
preferences, allowing ws to choose between the otherwise rationally undeddable
aternatives. In the first instance the system shoud determine whether there ae any
preference relations gedfic to the two items in conflict (prefer(x,y)). The preference
for arule may be tied closely to the confidence an agent hasin it [28]. This being so
the situation is resolved. Failing that, more general classes of preference shoud be
invoked.

The aent will have a arrent preference ordering relationship between, say, the
urgency ‘U’ of rules in the knowledge (k, O K) base. For example the preference
ordering d U (U)) indicates the agent’s current rank ordering d K (k, .. k), expressed
as. U prefer(u(k,), u(k,,), u(k,y) ..., u(k,)). Similarly the agent can place arank
ordering onthe roles of different faaulties (F,: prefer(f, f, ..., f)), or on dfferent
motivational areas (M,: prefer(m,, m, m,, m,, m,), asin [8]). The agent may further
make explicit the rank ordering o these dasses of rankings (e.g. prefer(U,, F, M),
and so be in a position to change them. It is clea that, in humans at least, these
preference orderings are quite variable, modified by mood, emotion and recent events.

The outcome of the agumentation rocessequates to Von Wright's[26] nation o
an extrinsic preference, subjed to reason and rationdity, and the rank ordering to
intrinsic preference, hidden and apparently outside rationality. The manner in which



preferences might be dynamicdly updbted, while interesting and perhaps central to
nations of full autonamy, fall s outside the scope of this paper.

5 TheProcedure

This sdion odlines the adivities (the procedural layer) by which an agent’s
faaulties might interad to define agoa direded strategy. Overall, the adivities are
essentially asynchronous, with faaulties respondng to items appeaing onthe AS, and
are bounckd bythe computational resource avail able to them and the whole agent.

Activity 1) Eadh faaulty is resporsible for propasing immediate adions or goals
onto the communal AS. It is expeded that a goa or adion will be one that maintains
or enhances the whole ayent, but strictly from the viewpoint of the topic related to the
propasing faaulty (i.e. they are expeded to be topic “selfish”). This is the primary
credive comporent of the whae aent. Proposals can be immediate, short or long
term. In general, the lower numbered “motivations” will give rise to immediate and
short-term propaosals, the higher numbered ones mid to long-term propaesals, refleding
the scde of urgency. Proposals for immediate adions will often relate to safety or
highly oppatunistic situations (a purely readive faaulty could ony propose adions).
In an agent of any sophisticaion there will be many spedfic goas, of varying
duration, adive & any ore time. In general, an agent will have many more
suggestions for adions and gals than it could reasonably service Proposals are
therefore oppatunistic and made with the likelihoodthat they will be rejeded. Any
adion a goa proposed at this dage represents a “desire” on the part of the whole
agent.

Activity 2) Every proposed adion a goal must be vetted by eat of the other
faaulties to determine whether it, or any of its known consequences, would violate (or
augment) the ggenda of that faaulty in the arrent circumstances. Arguments against a
propasal can include: the propasal, or one of its known consequences, would diredly
contradict an asped of the vetter's agenda; that the propcsal would, if enaded, drain
resources from a previously agreed course of adion, disrupting, or making that course
of adion urtenable. To na respondto a propcsal at this dage is arely to tadtly
accept it. One might suppcse that this, and the other, vetting stages would be subjed
to apdlicy-based [1] strategy to reduce mmputational load and celay.

Activity 3) Those goals that pass through stage 2, are passed to a mnventional
means-ends planner. The planner might, at this gage, find noreasonable instantiation
of the goal in the airrent circumstances, and it would be (temporarily) abandored.
Otherwise the planner will deliver to the communal AS a proposed sequence of
adions for al the faaulties to consider. At this gage the planner is only required to
produce aviable sequence of proposed adions, perhaps based onaleast cost heuristic
or some other (perhaps simplistic, perhaps ophisticated) “optimal strategy” metric. It
may contain considerable mnsequential risks and liabiliti es to the agent.

Activity 4) With the extra detail of the instantiated plan, ead faaulty is required
once gain to review the plan, raising arguments or objedions if any adion proposed
as part of it would cause immediate or consequential violation o any faalty’s
primary motivations. At this gage aplan might be rejeded ouright or be returned to
the planner for modification, to avoid or amend the @ntended step or steps. Again, to
not respondat this sage isto tadtly accept the plan and its consequences. The areed



sequence of adions become part the whole gent’s intentions at this gage, and are
passd to the plan eff edor module.

Activity 5) At the dlotted time, or under the planned condtions, the dfedor
modue will briefly present the adion as instantiated at the moment of execution to
the AS, giving the assembled faaulties one last chance to argue that it shoud be
suppressed, primarily due to changes in circumstances snceit was previously agreed.
Cotterill [3] refers to this as “veto-onrthe-fly”, arguing that it brings a significant
advantage to an agent; it is also reminiscent of Bratman’s [1] rational reconsideration
step. If the adion is challenged this will appea as a hesitation, even if the adion
finally goes ahead.

6 Discussion

This model presents an autonamous agent as a pea group d faaulties, ead with a
role within, and resporsibility to, the whole ggent. Thisis not a “democracy”. Thereis
no vding, but argumentation in which the “last man standing” [4] (the faalty with
the most effedive aguments, or whose aguments are preferred) becomes the winner,
and whose suggestions beame part of the overt behavior of the whole aent.
Acceptance of this criterion effedively guarantees that ead argumentation game will
terminate in afinite time. Additional urgency constraints may, of course, be required.

The observable “personality” of the agent is therefore defined by the balance and
effediveness of the individual faaulties. In a well-balanced agent system based on
these principles, the range of faaulties will cover al the apeds of the whole agent’s
individual and social requirements. Equally, ead faaulty will have an equitable share
of the overall resources and orly propcse areasonable number of goals, deferring if
the aguments placel against it are stronger (i.e. not continue to assert wedker
arguments, once astronger one is presented, or to repea defeaed arguments unlessa
material change to circumstances has occurred).

It will be interesting to speaulate & to the dfeds of various failings or imbalances
in the relative strengths of ead comporent faaulty. If afaalty hasfew, or only weék,
arguments, the whole agent will appea we&, or even oMlivious, to that part of the
normal socia interadion. If “individual” completely dominates over “society”, the
agent shows symptoms of “pathologicd behavior”, ignaring social convention and the
nedls of others. If the agumentation rocessthat vets the initial plan (adivity 4) or
the release of adionsthe gent’s behavior isinadequate (adivity 5), the agent appeas
akratic (mentally incortinent) in the social context [15]. If a spedfic faalty were to
persistently propcse goals, particularly the same one, even if repededly rebuffed the
whole agent would appea distraded. If these were not succesdully rebuffed, then the
agent would appea to be obsessve. This could, of course, take many forms,
depending onthe spedfic faaulties involved.

The model and architedure presented here has much of the flavor of Minsky’s
view of a society of mind [16], with individual, focused, comporent parts eat
contributing some spedalization a expertise in the service of the whole. There is
further a dea analogy between this society of mind within an agent and a society of
individual agents. A strondy autonomous agent makes a significant impad on that
society by being able to expressits internal arguments and preferences to influence
other. Every adion made contributes to the agent’s perceived persondity. It remains



unclea whether “motivation” in the sense used by Maslow refleds a post-priori
explanation d observable behavior arising from competitive individual “interest
groups’ (faaulties) or a genuine drive mechanism. Maslow puts high emphasis on
motivation as a sensation owertly avail able to the (human) agent; we place enphasis
on the mechanism, giving rise to apparently complex motivated behavior within a
deterministic framework.

Whether fully autonamous agents of this type will ever find a placein the world of
e-commerce remains to be seen, but the outlook is not encouraging, Luck and
d'Inverno [12] are cetainly skepticd. Almost certainly nat in the immediately
foreseedle future, as most people want and exped their computers and software to
behave in a (reasonably) consistent manner and perform the adions as requested. For
instancework to date ([24], [29]) on agentsin the conneded community, presuppaces
that software agents have restricted flexibility and are primarily subservient. By
definition a fully autonomous agent may refuse, and may even perform adions
spedficdly contrary to the wishes or intentions of a “user”. It could easily be seen as
aredpe for apparent erratic and ungedictable behavior. On the other hand it may be
that the extra flexibility offered by full autonamy will play a part in generating a
whole new class of interesting cooperative adivities and the development of
independent communities of such agents, literaly trading ontheir own acount and
purchasing the computational and suppat resources they neal from dedicaed
supdiers. After al the richnessand dversity of human society is the product of the
interadions between urcounted milli ons of apparently autonamous entities.

However, e-commerce is nat the only application for software gents, and true
autonaomy may find urexpeded value in arange of applications from entertainment to
providing companionship for the lonely. In eah case the unexpeded and
unpredictable may prove to be ar added bonts, otherwise missng from the pre-
programmed.

For the enginea or computer scientist with a philosophicd leaning, discovering
what would make asoftware ayent autonamous would in turn have the most profound
implicaions for our understanding o how humans come to view themselves as
autonamous and in pesesdon d apparent “freewill”. True autonamy in artificial
agents is worth studying for this reason alone. Our suspicion is that we have hardly
scratched the surfaceof this problem — or begunto perceiveitsfull potential.

References

[1] Bratman, M.E. (1987 Intention, Plans, and Practical Reason, Cambridge, MA: Harvard
University Press

[2] Brooks, R. (199 Intelligence withou Representation, Artificial Intelligence, Vol. 47, pp.
139159

[3] Cotterill, R. (1998 Enchanted Looms Conscious Networks in Brains and Computers,
Cambridge University Press

[4] Dung P.M. (1995 On the Acceptability of Arguments and its Fundamental Role in
Nonmonaionic Reasoning, Logic Programming and N-person Games. Artificial Intelligence,
Vol. 77, pp. 321-357

[5] Eysenck, H. (1991 Dimensions of Persondity: 16: 5 or 3? Criteria for a Taxonamic
Paradigm, Personality and Individual Differences, Vol. 12(8), pp. 773790



[6] Jennings, N.R., Sycara, K.P. and Woodldridge, M. (1998 A Roadmap of Agent Research
and Development, J. of Autonomous Agents and Multi-Agent Systems, Vol. 1(1), pp. 7-36
[7] John, O.P. (1990 The “Big Five” Fador Taxonomy: Dimensions of Persondlity in the
Natural Language and in Questionraires, in Pervin, L.A. (ed) Handbook of Personality:
Theory and Research, New York: Guildford, pp. 66-100

[8] Kakas, A. and Moraitis, P. (2003 Argumentation Based Dedsion Making for Autonamous
Agents, AAMAS-03, to appea

[9] Kakas A.C., Kowaski, R.A. and Toni, F. (1998 The role of abduction in logic
programming, Gabbay, D.M. et a (eds.) Handbook & Logic in Artificial Intelligence and
Logic Programming 5 Oxford University Press pp. 235324

[10] Kowaski, R.A. and Toni, F. (1999 Abstrad Argumentation, Artificial Intelligence and
Law Journal, Vol. 4(3-4), pp. 275296

[11] Luck, M. and dlnverno, M. (1995) A Forma Framework for Agency and Autonamy, in
Proc. 1% Int. Conf. On Multi-Agent Systems (ICMAS), pp. 254-260

[12] Luck, M. and dinverno, M. (2001) Autonamy: A Nice Ideain Theory, in Intelli gent
Agents VII, Proc. 7" Workshop onAgent Theories, Architedures and Languages (ATAL-
2000, Springer-Verlag LNAI, Vol. 1986 3pp

[13] Mases, P. (1994 Agents that Reduce Work and Information Overload, Communications of
the ACM Voal. 37(7), pp. 31-40

[14] Maslow, A.H. (1987 Motivation and Personality, Third edition, Frager, R., et al. (eds.),
New York: Harper and Row (first pubished 1959

[15] Mele, A.R. (19995 Autonomous Agents: From Self-Control to Autonomy, New York:
Oxford University Press

[16] Minsky, M (1985 Society of Mind, New York: Simon and Schuster

[17] Morigna, P. and Hayes-Roth, B. (1996 Moativated Agents, Knowledge Systems
Laboratory, Dept. Computer Science, Stanford University, Report KSL 96-22

[18] Norman, T.J. and Long, D. (1995 Goal Creaionin Motivated Agents, in: Wooldridge, M.
and Jennings, N.R. (eds) Intelligent Agents: Theories, Architectures, and Languages,
Springer-Verlag LNAI Vol. 890, pp. 277-290

[19] Prakken, H. (1997 Logical Tools for Modelling Legal Argument. A Sudy of Defeasible
Reasoning in Law. Dordredt: Kluwer Academic Publishers

[20] Prakken, H. and Sartor, G. (2002 The Role of Logic in Computational Models of Lega
Argument: A Criticd Survey, in: Kakas, A. and Sadri, F. (eds), Computational Logic: From
Logic programming into the Future (In Honour of Bob Kowalski), Berlin: Springer-Verlag
LNCSVol. 2048 pp. 342381

[21] Rao, A.S. and Georgeff, M.P. (1991 Modeing Rationa Agents within a BDI-
Architedure, Proc. Int. Conf. on Principles of Knowledge, Representation and Reasoning
(KR-91), pp. 473484

[22] Revelle, W. (1995 Personality Processes, The 1995 Annual Review of Psychology

[23] Stathis, K. (2000 A Game-based Architedure for Developing Interacive Comporentsin
Computational Logic, Journal of Functional and Logic Programming, 200Q1), MIT Press

[24] Stathis, K., de Bruijn, O. and Macedo, S. (2002 Living Memory: Agent-based
Information Management for Conreded Locd Communities, Journal of Interacting with
Computers, Vol. 14(6), pp 665690

[25] Steds, L. (1995 When are Robas Intelli gent Autonamous Agents? Journal of Robotics
and Autonomous Systems, Vol. 15, pp. 3-9

[26] Von Wright, G.H. (1963 The Logic of Preference: An Essay, Edinbugh: Edinburgh
University Press

[27] Wiener, N. (1948 Cybernetics: or Control and Communication in the Animal and the
Machine, Cambridge, MA: The MIT Press

[28] Witkowski, M. (1997) Schemes for Leaning and Behaviour: A New Expedancy Model,
Ph.D. thesis, University of London

[29] Witkowski, M., Nevill e, B. and Pitt, J. (2003 Agent Mediated Retaili ng in the Conreded
Locd Community, Journal of Interacting with Computers, Vol. 151), pp 533



