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Abstract. This paper takes an owertly anticipatory stance to the understanding
of animat leaning and behavior. It analyses four major animal learning theories
and attempts to identify the anticipatory and predictive dements inherent to
them, and to provide anew unifying approach based onthe anticipatory nature
of those dements based on five simple predictive “rules’. These rules
encapsulate dl the principal properties of the four diverse theories (the four
fadors) and provide asimple framework for understanding hawv an individual
animat may appea to operate acording to dfferent principles under varying
circumstances. The paper then indicaes how these anticipatory principles can
be used to define amore detail ed set of postulates for the Dynamic Expedancy
Model of animat leaning and behavior, and to construct its computer
implementation SRSE. Some of the isaues discused are ill ustrated with an
example experimental procedure using SRS/E.

1 Introduction

This paper takes a particular stance on animat behavior generation and leaning. At
the heat of this problem is how an animat shoud seled adions to perform, under
what condtions and to what purpose. It will argue that the generators of animat
behavior have astrong anticipatory or predictive quality, and that leaning, and ou
animal models of leaning, shoud exploit the aiticipatory and predictive properties
inherent in an animat’s dructure. The aility of entities, including living aganisms
and madines, to anticipate future events and be in a paosition to read to them in a
timely manner has long keen recognised as akey attribute of intelli gence For instance,
the discussons between Charles Babbage and Italian scientists in 184Q where the
meeing concluded that “... intelligence would be measured by the capacity for
articipation” [15].

Receaitly, a growing nunber of reseachers have identified and emphasized the
importance of anticipation as the basis of models of animal learning and behavior.
Butz, Sigaud and Gerard [9] caegorizefour main dstinctions between dfferent forms



of anticipatory leaning and behavior: implicit anticipation, payoff anticipation,
sensorial anticipation and state anticipation. This paper focuses on the last of these,
systems that exploit the properties of anticipation between states or partial state
descriptions. Stolzmann et al. [18] describe a ¢assfier system model based on
anticipatory principles, Tani and Nolfi [20] an Artificial Neural Network approac
and Witkowski the Dynamic Expedancy Model (DEM, [25], [26], [27]), which places
anticipation and prediction at the center of the learning and behavioral process The
anticipatory stance imbues an animat with several important properties. First, the
ability to determine passble future situations following on from the airrent one,
thereby anticipating those situations that might be alvantageous (or harmful) in
anticipation d them occurring. Second, to determine the possble outcome of adions
made by the animat, leading dredly to the aility to establish chains or plans of
adions to satisfy some desired oucome. Third, the &ility to rank the dfedivenessof
ead adion in its immediate cntext, independently of any particular goal or task
spedfic reward or reinforcement (by “corrobaration”). Fourth, to determine when
structural learning shoud take place by deteding when ungredicted events occur.

From time to time goals, adivities required of the animat, will arise. By
constructing a Dynamic Policy Map (DPM), a graph like structure derived from the
predictions it has discovered duing its lifespan and then determining an intersedion
of this graph with the goals and current circumstances, the Dynamic Expedancy
Model may determine gpropriate adions to satisfy those goals. Part of the structure
of the DEM provides the animat with rules by which this discovery processproceels.
Part imbues the animat with sufficient behavior to set goals and to initiate and
continue dl these adivities until | earned behavior may take over from the innate.

Sediontwo of this paper reviews four well -establi shed theories of animal leaning:
behaviorist, classcd condtioning, operant (or instrumental) condtioning and
cogritive or ‘expedancy’ models. During the 20" century ead attraded strong
proporents and equally strong oppoents, and ead was the dominant theory for a
time. Each pasition is sippated by (typicdly large numbers of) detailed and fully
repedable experiments. However, nore of these stances could be made to explain the
full range of observable behaviors, and nore was able to gain an owverall dominance of
the others. Yet the fad remains that ead regime can be shown to be present in a
single animal (though no all animal spedes will necessarily demonstrate every
attribute). Each is made manifest in the anima acording to the experimenta
procedures to which it is sibjeded. Examples will be drawn from both the animal and
artificial animat research damains.

Sedionthree aalyses (seleded) data from ead schod with the expresspurpose of
generating a new, unifying, set of principles or “rules’ of prediction and propagation,
spedficdly related to the aticipatory properties that can be extraded from the
observations leading to the four models of leaning and kehavior. This ®dion aso
reviews a number of computer modelsinspired by ead of these the four stances.

These rules are presented and dscussed in sedion four. The purpose of this £dion
is to consider the anticipatory role of prediction as a unifying fador between these
approaches to leaning, where previoudy differences may have been emphasized.
This sdion introduces the primary contribution o this paper. In developing the
unifying, anticipatory, framework, this paper does not suggest that any of these
theories are in any sense incorred, only that they eat neeal to be viewed in the
context of the whole animal, and d ead ather, to provide asatisfying explanation o



the role of eath part. Equally, no assertionis made that, either taken individually or as
awhale, these theories represent a mmplete description d the perceptual, behaviora
or leaning cgpabiliti es of any individual or type of animal.

Sedion five develops these aguments to show how they have influenced the
development of the Dynamic Expedancy Model. Dynamic Expedancy Model
animats may be seen as machines for devising hypdheses that make predictions abou
future events, condicting experiments to corrobarate them and subsequently using the
knowledge they have gained to perform useful behaviors. A criticd fedure is the
creaion and corrobaration d these self-testing experiments, ead derived from simple
“micro-hypaheses’, which are in turn creaed dredly from observations in the
environment. Each hypdhesis will be viewed as describing and encapsulating a
simple experiment. Each “micro-experiment” takes the form of an expedancy or
prediction that is either fulfill ed, so corrobarating the dfedivenessof the hypahesis,
or is nat fulfill ed, weaening a denying the hypathesis. Anticipatory principles £am
interesting in this context as they define a ontinuing process of discovery and
refinement. This allows an animat to progressthroughod its lifetime; incrementally
developingis gructures, and so match its behavior patternsto its environment.

Sedion six briefly describes the control architecure for SRS/E, an implementation
of the Dynamic Expedancy Model. Sedion seven presents ome ill ustrative results
from an experimental procedure with the model. Further results using this model have
been previously reported elsewhere ([25], [26], [27]).

2 Prediction and Theories of Behavior

We ontinue with the view that behavior generation (“action seledion”) is properly
described by the dired or indired interadion  sensed condtions, Sign-stimuli (S)
and resporse, adion a behavior (R) generators. This sdion will outline four major
theoreticd stances relating to anima behavior and leaning, and will particularly
focus on those isaues relating to predictive aility, which will be considered in further
detail | ater.

2.1 TheBehaviorist Approach

It has been a long established and widely held truism that much of the behavior
observed in natural animals can be described in terms of adions initiated by the
current condtions in which the animal finds itself. This approach has alongtradition
in the form of stimulus-response (S-R) behaviorism, and, athough popaosed over a
century ago ([22]), continues to find proporents, for instance in the behavior based
models of Maes [11], the readive or situated models of Agre [1] and Bryson [8], and
was a paosition vigorously upheld by Brooks [7] in his “intelli gence without reason”
arguments.

All argue that the majority of observed and apparently intelligent behavior may be
ascribed to an innate, pre-programmed, stimulus response mecdanism avail able to the
individual. Innate intelligence is not, however, defined by degree Complex,
esentially readive, models have been developed to comprehensively describe and (so



largely) explain the behavioral repertoire of several nonprimate vertebrate spedes,
including small mammals, birds and fish. Tyrrell [24] provides a useful summary of a
variety of adion seledion mechanisms drawn from natural and artificial examples.

Behaviorist leaning is considered to be “reinforcement”, or strengthening o the
adivating bond lktween stimulus and resporse. That is the occurrence of a desirable
event concurrently (or immediately foll owing) an applicaion o the S-R pair enhances
the likelihoodthat the pairing will be invoked again owver other, alternative pairings,
conversaly, with a reduced likelihood for undesirable events. New pairings may be
established by creaing an S-R link between a stimulus and a response that were adive
concurrently with (or immediately preceding) the desired event.

2.2 Classical Conditioning

A seaond deeply influential, approach to animal leaning developed duing the
1920 s as aresult of the work of Ivan Pavlov (18491936, now usualy referred to as
classcd condtioning. The procedure iswell known and highly repeaable. It is nealy
encgpsulated by ore of the ealiest descriptions provided by Pavlov. Dogs naturally
sdlivate in response to the smell or taste of mea powder. Sdlivation is the
unconditioned reflex (UR), instigated by the unconditioned stimulus (US), the mea
powder. Normally the sound d a bell does not cause the animal to salivate. If the bell
is oundd amost simultaneously with the presentation d mea powder over a
number of trials, it is subsequently foundthat the sound d the bell alone will cause
sdlivation. The sound tas become a conditioned stimulus (CS). The phenomena is
widespread, leading Bower and Hilgard ([6], p. 58) to comment “almost anything that
moves, squirts or wiggles could be conditioned if a response from it can be reliably
and repeatably evoked by a controllable unconditioned stimulus”.

The wndtioned resporse develops with a charaderistic sigmoid curve with
repeged CS/US pairings. Once established the CS/UR pairing will diminish if the
CYUS pairingis not regularly maintained (extinction). We may nate that the scope of
the US may be manipulated over a number of trials to either be highly diff erentiated
to a spedfic signal, or conversely gradually generalized to respond to a range of
similar signas (for instance a tone of particular frequency, versus a range of
frequencies abou a center). Higher-order conditioning ([3]; [6], p. 62) alows a
seomnd reutral CS' (say, alight) to be condtioned to an existing CS (the bell), using
the standard procedure. CS' then dlicitsthe CR.

2.3 Operant Conditioning

An radicdly alternative view of leaning was proposed by B.F. Skinner (19041990,
that of instrumental or operant condtioning. In this model, resporses are not
“elicited” by impinging sensory condtions, but “emitted” by the aimal in
anticipation of a reward oucome. Reinforcement strengthening is therefore
considered to be between resporse (R) and rewarding outcome (O), the R-O model,
not between sensation and adion, asin the S-R model.

The gproach isill ustrated by referenceto an experimental apparatus developed by
Skinner to test the paradigm, now universally referred to as the “Skinner box’. In a



typicd Skinner box the subjea animal (typicdly a rat) operates a lever to oktain a
reward, say a small food pellet. The subjed must be prepared by the experimenter to
asciate operating the lever with the food reward. However, once the subjed is
condtioned in this manner the gparatus may be used to establish various regimes to
investigate dfeds aich as dimulus differentiation, experimental extinction, the
effeds of adverse stimuli (“punishment schedules’) and the dfeds of different
schedules of reinforcement (such as varying the frequency of reward). As the
apparatus may be set up to automaticdly record the adivities of the subjedt animal
(lever presing), longand/or complicated schedules are eaily establi shed.

Operant condtioning hes found applicaion in behavior “shaping” techniques,
where an experimenter wishes to diredly manipulate the overt behavioral adiviti es of
asubed, animal or human. In the simplest case the experimenter waits for the subjea
to emit the desired behavior, and immediately afterwards presents a reward (before a
rat may be used in a Skinner box it must be prepared in thisway). Importantly, it isto
be noted that the R-O adivity may be eaily manipulated so as to occur only in the
presence of a spedfic stimulus, which may in turn be differentiated or generalized by
careful presentation a withhdding o reward in the required circumstances.

This has lea to the as<ertion that operant condtioning is properly described by as
threepart asciation, S-R-O. It is also interesting to nde that the stimulus itself now
appeas to ad as a ndtioned reinforcer, where it had no inherent reinforcing
properties before. In turn, then, a new resporse in the context of anather stimulus (Sy)
and resporse (Ry) may be cndtioned to the existing triple (Sx-Rx-0):

Sy-Ry-Sx-Rx-O

Chains of considerable length and complexity have been generated in thisway, and
have been used, for instance, in the film indwstry to prepare performing animals. It is,
of course, a given that the rewarding oucome is itself a sensory event with dred
(innate) asociation with some cndtion the subjed wants (or in the cae of aversive
condition, does not want). If the subjed animal is nat, for instance, hungy when
offered food, the cmnredion will not be manifest, and might not be formed. It is also
the cae that an apparently nonreinforcing sensory condtion can attain reinforcing
properties if presented in conjunction with an innately reinforcing (positive or
negative) one, the secondary or derived reinforcement effed ([6], p. 184). Derived
reinforcerswill also condtion resporses unrelated to the original one.

24 The"Cognitive” Model:

In the final model to be mnsidered, derived from Tolman’s [23] nation d a Sign-
Gestalt Expectancy, that is athreepart “basic cogntive unit” of the form S1-R-S2, in
which the occurrence of the stimulus S1 in conjunction with the adivity R, leads to
the epedation a prediction d the outcome S2 (which may or may nat be
“rewarding’). This is largely equivalent to Catania's [10] description d the fully
discriminated operant conredion as a three-part contingency of “stimulus — resporse
— consequence”, but with the esentia differencethat it is the identity of the outcome
that is to be recorded, rather than just a measure of the desirability or quality of the
conredion as assumed in puely behaviorist S-R or operant condtioning approaches.



Tolman’s means-ends approach inspired, and remains one of the central techniques
of, Artificia Intelli gence problem solving and danning techniques.

3 Interpreting Behavior as Prediction

It is clea that the standard S-R formulation makes no explicit prediction as to the
outcome of performing the adion part. But there is neverthelessan implicit prediction
that respondng in this way will placethe animal in a “better” situation than the
current one, and that the animal will be driven forward to a situation where further
behaviors are triggered. Maes' model [11] makes this explicit. The S-R model is an
effedive one, and explains much abou innate behavior generation. However the
implicit prediction is one shared with the spedes as a whale (adualy with the
forebeas of the individual).

Modern reinforcement leaning techniques ([19], for a recent review) have
revitalized ou view of how this implicit prediction shoud be viewed. They provide
robust and analyticdly tradable ways to guaranteethe prioritization o multiple SR
conredionsto achieve optimized performance Such pdicy maps, whil e finding many
important applications, tend to be “over stable” with resped to sources of reward. In
contrast, when reward states change, animals respond quckly to these danging
nedls.

The anticipatory attributes of the dasdcd condtioning paradigm have long keen
noted, not least because it is amost impaossble to establish the dfea when the CS
occurs after the US. Indeed for best results the CS must be presented (a short time)
before the US, implying that there is a predictive dfed. It remains an open question
as to whether clasdcd condtioning shoud be interpreted as a general predictive
principle, or if it isjust ahighly spedfic phenomenon ony associated with autonamic
reflexes. This paper tends on the side of generality. Classcd condtioning has been
extensively and acairately modeled by computer ssmulation ([4], for review). Barto
and Sutton [5] comment in particular onthe anticipatory nature of the process

Even thoughthey arise from profoundy different points of view, i.e. “behaviorist”
vs. “cognitivist”, there ae many similarities between the operant condtioning and
“cogntive” approaches. A key isaue that separates them is the role of overt reward as
adriver for leaning. Is reward necessry for leaning, as would be suggested by the
operant condtioning approach? Clealy na, as indicaed by the latent learning
procedure ([21] for areview of the animal literature, and, e.g., [25], for a simulation
using the DEM), in which rats (for instance) may be demonstrated to lean mazesin
the dsence of any externally applied reward. It is not until some rewarding condtion
is introduced into the mazethat the same rats are ohserved to ad in an obviously
purposive manner within the maze This, and similar observations, would suggest that
leaning and the motivation to uilize what is leant are generally separate. It may, of
course, be the cae that an animal is partidly or highly pre-disposed to lean
combinations that are, have been, or might be “rewarding” (Witkowski, [25] models
such an effed using the DEM).

Saksida et al. [14] present a cwmputer model of operant condtioning for robat
behavior shaping tasks. The Asociative Control Process(ACP) model ([2]) develops
the two-fador theorem of Mowrer ([12]). The ACP model reproduces a variety of



animal leaning results from both classcd and operant condtioning. Schmajuk [16]
presents a two-part model combining bdh classcd and operant condtioning modues
emulating escgpe and avoidance leaning behavior. Mowrer's work, combining
aspeds of classcd condtioning and operant condtioning (the “two fadors’),
provides the inspiration for the title of this paper.

Severa anticipatory and predictive threepart models have recently appeaed in the
Animat literature. Stolzmann et al. [18] describe an Anticipatory Classfier System
(ACS), Witkowski ([25], [26], [27]) describes the Dynamic Expedancy Model
(DEM). Developed independently, both are overtly predictive threepart systems, with
anumber of significant parallelsand dff erences.

4 TheAnticipatory Framework

This ®dion poposes a framework of the three fundamental kinds of connedion
between stimulus Signs and Action resporse, and five basic rules relating their
behavioral and predictive adivities. The purpose of this ®dionisto show that ead of
the four apparently disparate learning theories introduced in the previous dions can
be unified from a single anticipatory or predictive viewpaint, and so hav they might
ead serve apurpase within the individual animat.

Henceforth, the term sign-stimulus or ssimply Sign will be used to refer to an
identifiably distinct conjunction d sensory condtions, all of which must be
individually present for the Sign as a whole to be deemed active. A Sign that is
predicted is referred to as sub-active, a status distinct from full adivation as there ae
circumstances where aiticipated adivations must be treaed dfferently from acual
adivation. The comporent parts of a Sign may be sensitive to abroad or narrow range
of phenomena, and the Sign is adive whenever ead comporent is deteding
anywhere in its range. The range of these mmporents may be dtered marginally at
any gven time. In principle, a Sign may deted external phenomena (as from a sensor
or perceptual system), the adivity status of an Action a a variety of other, internal,
condtions. The total set of Signs currently known to the animat will be indicated by
the cdligraphic capital letter S, an individual Sign bythe lower case letter s and the
adive sub-set of Signsby S*

The term Action (used from now on in preference to the pejorative, but largely
synonymous term “resporse”) will refer to recognizable units of adivity performed
by the animat, taken from the set of adions available to the animat. The aimat will
have afixed repertoire of such adion petterns (which may be simple or complex).
Any adion being currently expressed (performed) is deemed active. Actions may be
overt, causing physicd change to the animat’s effedor system or covert, spedficdly
changing the status of a Sign's valence level or forming a wnredion ketween ather
Signs and Actions. The total set of Actions available to the animat will be indicated
by the letter A, and individual Actions by a, the adive sub-set of Actions by A*.

The generally neutral term valence (after Tolman [23]) will be adopted to indicae
that a Sign hes goal like properties, in that it may give the gpeaance of driving a
motivating the animat to adivity. In this framework any Sign may have valence
which is sparate property from adivation a sub-adivation. Like sub-adivation it



may be propagated to ather Signs; but does nat, in itself, give rise to owvert behavior. It
remains unclea how motivationis derived in the brain, althoughits observable dfeds
are dea enough

We will asaume that the animat has memory, conventionally, of past occurrences,
but also a temporary ordered memory of predicted future occurrences. The extent of
this memory (in terms of what may be recdled and the time period ower which it is
defined) will li mit what may be learned and predicted. First we remgnize threetypes
of conredion:

1) SA-Conredion: Signs can be mnreded to Actions, either innately or as a
consequence of leaning.

2) SSConredion: Signs may predict other Signs, where apredictive link has
been establi shed.

3) SAS-Conredion: Signs may be ataded to an Action and a second Sign, as
prediction.

Next consider the following five “rules of propagation”, which define (a) when an
Action becomes a candidate for adivation, (b) when a prediction will be made, (c)
when a Signwill becme sub-adivated, and (d) when a Signwill becme valenced:

1. When the Sign in an SA-Conredion is adive or sub-adive the aciated
adion becomes a candidate for adivation (expresson).

2. When the stimulus-sign in an SSConredion is adive or sub-adive the
consequent Sign kecomes aub-adive. Where the prediction implies a time
delay, afuture “memory” may be made of the predicted adivation.

3. Any Sign that predicts another Sign (either SS or SAS) that has valence
itself becomes immediately valenced.

4. An SAS-Conredion where the antecedent Sign and Action are both adive is
itself adive and predictsits Consequent Sign, taking into acourt any delay.

5. The Action in an SAS-Conredion where the antecalent Sign is both adive
and hes valence (becaise its consequent Sign dces, by rule 3) becomes a
candidate for expresson.

Rule 1: This is the standard behaviorist Stimulus-Response model. It may be
applied to SA conredions both in the sense of an Uncondtioned Reflex in the
classcd condtioning danain, and in the sense of an adion pettern releaser/trigger for
amore complex behavior modue, for instance using a “winner takes al strategy”. As
many Signs may be adive & any ore time and are not asumed to be mutualy
exclusive. It will also be asumed (in the dsence of data to the cntrary) that severa
UR may be initiated concurrently.

As adion patterns become more wmplex the adivation strategy becomes more
criticd. It is largely asuumed that such complex adivities are mutually exclusive
(even thoughseveral Signs may be ative), such that the adivated behavior patterns
will be in a priority order. The description d this process as a simple S-R adivity
belies the patential, and typicd, complexity of the behaviors than can be initiated.
Bryson's [8] EDMUND model, for instance, extends Rosenblatt and Payton's [13]
feed-forward network model with elements of paralel adivation and herarchicd
control structuresin order to explain the range of phenomenanaoted in nature.



Rule 2: Describes a simple predictive step, the occurrence of one Sign leading to
the expedation a anticipation that a second will follow within a spedfied period.
This rule acourts for the observations of classcd (and hgher order) condtioning
phenomena (sedion 22) when in conjunction with rule one. Note that rule one only
expresses the expresson criteriain condtional terms, that sub-adivation (the result of
the predictive mnredion) may (or may na) adivate the SA-conredion. Despite an
assumption o equivalence of associability (i.e. that any two Signs may ad as either
predictor or predictee [6], p. 67), it isclea that not al stimuli are egually amenableto
ad as the CS in condtioning experiments. Shettleworth [17] found (in the cae of
golden hamsters) that it was essy to as®ciate cetain UR behaviors, such as
“digging’, “scrabbling” and rising up onthe hind legs with a food oucome, and
almost imposdble to condtion ahers, such as washing a scratching. Shettleworth
also naed that the behaviors that could be mndtioned were in any case those that the
animal tended to emit ordinarily in anticipation d feeding, where the ones that could
not be condtioned were not.

By rule 2, sub-adivation is defined as «if-propagating;, sub-adivation d the
antecadent will in turn sub-adivate the mnsequent. This defines the medchanism for
longer chains, as would be the cae in, for example, higher order condtioning. In
some examples of second ader condtioning schedules (e.g. Rizley and Rescorla,
cited in [6]) it is posdble to extinguish the initial (diredly predicting) CS, withou
affeding the second-order CS. This appeas consistent with the notion o propagating
sub-adivation, rather that full adivation, which would indeed sever the dhain.

A question remains as to the degreeto which sub-adivation shoud propagate in
this manner. Given the reported dfficulties of sustaining higher order condtioning
schedules, it would seem plausible to suggest that propagated sub-adivation in this
sense will typicdly be ahighly attenuating processin most instances. By treding sub-
adivation also as an anticipatory mechanism (in the Shettleworth [17] sense), that is,
priming the animat for other adivities, it would seam equally reasonable that the
consequences of this predictive dfed shodd remain locdized. Withou this
restriction too many Signs would beame sensitized and the €fed would be dil uted.

Rule 3: This rule describes the reverse dfed of propagating valence (bad) aaoss
a predictive link, from predicteeto predictor. We may take the derived reinforcer as
an exemplar of this process Some Signs clealy have innate mnnedion to the source
of valence That is, their occurrence predicts or is associated with a change in the state
of the valence source For a hungy dog it seans that the taste or smell of mea has
just such an effed. This is apparently innate and daes not need to be established. By
rule 3, the derived reinforcer, otherwise neutral, gains its valence by predicting that
smell or taste. Clealy, the prediction link persists after the mndtions that lead to its
formation are lost.

Rule 3 applies to bah SS and SAS type onredions, as they are bath owertly
predictive forms. However they have different properties and shoud therefore
propagate differently. The SAS conredion, like a o©nventional problem-solving
operator, implies adion bythe animat to move aacossthe link. In this form the animat
adively initiates the transitions. It is asauumed that valence will propagate well acoss
these links, capable of forming long chains of outcome predictions (sedion 23).
Applying this rule rigorously, we note, however, that the propagation takes the form



of a graph between Signs linked by predictions. The sequence of adions it adually
generates, on the other hand, will i ndeed appea as alinea sequence

In the SSform the animat must esentially wait and seeif the transition accurs.
While useful for some schedules (“wait for the bell”), to rely onlong chains of such
conredions would lea to effedive behavioral paralyss. It is therefore asumed that
valence, aswith prediction, propagates poaly aaossSSconnedions.

Rule 4: Defines the ondtions under which an SAS conredion makes its
prediction. Note that the prediction is made (and any sub-adivations instigated)
regardlessof how the adion was initiated.

Rule 5: Defines the mndtions under which the adion in an SAS conredion itself
beommes a candidate for adivation. When an antecedent Sign is both adive and has
valence, it is at apoint of intersedion in the valence graph forming a plausible “chain
of adions’ to a source of valence (ading as a goal) from the animat’s current
situation. The Dynamic Expedancy Modd takes into acourt the total (estimated)
eff ort between eat Sign and sources of valence by combining the dfort that must be
expended at eat step with the strength of the prediction acoss the mnredion.
Consequently the model defers adion choice urtil the graph o Sign conredions is
completely evaluated, so as to be sure of seleding the adion at the start of the most
advantageous chain.

5 TheDEM Postulates

The Dynamic Expedancy Model defines an animat controller based on the
principles of the anticipatory approach described. The five “rules’ discussd in
sedion 4 serve to establish a broad framework. This sdion adds operational detail to
those principles as a step to the computer program implementation o the model
(SRS/E) in the form of a larger number of “postulates’. Where the five rules
emphasize the generation d predictions and the adivation o behaviors from existing
anticipatory conredions, the postulates extend the discusson by considering hav SS
and SAS conredions may be formed and maintained.

The anticipatory conredions, SSand SAS, congtitute aform of overtly predictive
hypaheses. In the Dynamic Expedancy Modd they will be referred to as p-
hypotheses (spoken “micro-hypaheses’). These ae eicgosulations of the two
predictive, and so capable of corrobaration “by experiment”, forms (SS and SAS).
Applications of these forms, where they make their prediction, will be considered asa
form of experiment, or p-experiments (“micro-experiments’). Each adivation ads as
a test to determine their overall effediveness in representing the aniimat and its
environment. The anstruction and corrobaration o low-level observation based p-
hypaheses would appea a useful pre-cursor to the independent development of any
systematic theoreticd model, whose structure is not wholly or primarily dependent on
an originator (the individual or processresporsible for the aedion o the animat and
its ethogram).



5.1 TheHypothesis Postulates

Definition HO: The p-hypothesis. Each of the forms SSand SAS shall be onsidered
as p-hypaheses, as ead type is cgpable of forming a prediction and so is inherently
“testable”. Call the set of al p-hypaheses #, with h indicaing an individua p-
hypahesis. A p-hypahesis is composed of Signs (s) and Actions (&) from the
respedive Sign (S) and Action (A) lists. So:

Ss hes 8 °S e & (eqn. 1)
SAS: has aly 'S o & (egn. 2)

Each records a posshle transition between two condtions that may be sensed by
the animat (signs & and §”). In an SAS conredion & must be cncurrent (C) with an
adion a« The doulde arow (%) now jointly indicates the left to right prediction (rules
2 and 4), of the cmnsequent, and the instantaneous (rule 3) reverse transfer of valence

Postulate H1: p-Experimentation. pu-Experimentation is the mechanism by which
predictive self-testability is condicted. p-Experimentation is a two-part process (1)
making a prediction based on matching a p-hypahesis antecedent condtions to
current adivations, and (2) comparing those predictions, a posteriori, with the adual
adivationsthat hold true & the time stipulated by the prediction.

Postulate H2: Prediction. Prediction (implementing rules 2 and 4 records the
predicted signin prediction memory whenever a p-hypahesis is adive. Dencting the
total set of adive predictions made by the animat and currently awaiting confirmation
with the letter P, with pindicaingan individual prediction. So:

SS f(h.yOSY)thenh.p" — &’ (egn. 3)
SAS: if (h.¥0S*& h.a 0 A thenh.p" « & (egn. 4)

This memory is aproperty of the predicting p-hypahesis, not of the sign predicted,
as one Sign may be independently predicted by several p-hypaheses.

In the SRS/E implementation, prediction memories are implemented as <ift
register like traces, the prediction being dacel into the register +t units ahead. The
register moves one place badkwards towards “the airrent time” with ead exeaution
cycle. The dot notation indicates that p is an attribute of .. Thus h .p" indicates a
prediction dwe & timet, made by the hypathesis iv. A diff erent implementation might
record individually time stamped predictions, and so have an arbitrary time horizon.

Postulate H3: Corroboration. To match these recmrded predictions against
immediate sensations at the time the predictions fall due. If a p-experiment is to be
valid it must encgpsulate dl of the pre-condtions under which it will be judged. The
antecalent comporentsin a SSor SAS conredion serve eadly as the definition o
those pre-condtions. The quality of ead p-hypahesis is determined solely by its
ability to acairrately predict its consequent sign. This record of the animat’s ability is
encoded in the corrobaration measure (C,).

One might suppcse that the mrrobaration measure is properly defined as the
simple ratio of the total number of predictions made by the p-hypahesis to the
number of corred predictions made. Thisis equivalent to the probability (P,), thus:



P =p(s[ (¥ D) (SAS form) (ean. 5)

The use of the “t” symbal here ads as a reminder of the temporal relationship that
exists between the predicted oucome and context. However, this measure is highly
sensitive to sample size, if a p-hypathesis were to change from being valid to invalid
(the world changed) along establi shed p-hypathesis would read slowly.

In pradice a mnfidence measure related to probability is adopted. Each successul
prediction reinforces confidence in a p-hypahesis. Conversely every unsuccessul
prediction extingushes confidence in that p-hypahesis. The ontributions of past
predictions are discourted as further predictions are made and p-hypaheses remain
largely insensitive to their age and experience. The corrobaration measure (C)) is
incressed by the quantity:

AC,=a(l-C,) if hp'OS* (egn. 6)
following ead instance of a successul prediction o an adive Sign, and
AC,=-B(C,)if hp’O §* (eqn. 7)

following an ursuccessul prediction. C | is updated following the widely used
delta rule form. Under constant conditions these relationships give rise to the widely
observed “negatively acceerating’ form of the leaning curve. Two proper fradions,
the reinforcement rate (a) and the extinction rate (3) respectively define a 1eaning
rate” for successul and ursuccessul prediction situations. They control the rate &
which the influence of past predictions will be discourted. The C value of a p-
hypabhesis that makes persistently successul predictions tends to 1.0, the C_ value of
a p-hypahesis that persistently makes unsuccesul predictions tends to 0.0. The
positive reinforcement rate need na be egual to the negative extinction rate.

DEM p-hypaheses are not derived from explicit theories, but are insteal creaed
from examples and may be though of as “competing’ to attain higher confidence
measures and so be incorporated into gaal-direded valence sequences and therefore
influencethe overt behavior of the animat.

Postulate H4: Learning by Creation. p-Hypotheses may, of course, be innate to
the aiimat, part of the d@hogam definition. The prediction and corrobaration
medhanism will effedively tune them to the animat’s adual circumstances. This both
pre-disposes the animat to useful and (presumably) appropriate behavior patterns, and
allows innate and learned behaviors to be integrated. However, to be afully-fledged
leaning entity, the model must define a ‘Leaning byCreaion” method bywhich the
animat extends the set of p-hypaheses. This leaning proceals in two parts, (1)
deteding circumstances where anew p-hypahesis is required, and (2) the adions
required to construct the doulde (S or triple (SAS) conredion.

p-Hypotheses exist to predict future occurrences of Signs; it istherefore reasonable
to suppcee that new p-hypaheses shoud be aeaed under two spedfic drcumstances.
Potentially, every sign shoud have & least one p-hypathesis capable of predicting it,
and idedly the Sign would be crredly predicted for every occurrence Novel signs
(ones not previoudly recognized by the system) can appea in the system as a result of
the differentiation process (H5, below) where new, distinct Signs are formulated -
postulate H4-1, novel event. In the second credion circumstance, known signs are
deteded withou a mrrespondng prediction, postulate H4-2, unexpected event.



Novel and urexpeded Signs are recognized within the SRS/E system by deteding the
condtion:

sy 0 §*& 0 P°, that is, the Sign & is adive, but was not predicted to be so at the
current time.

In either case anew p-hypahesis may be aeaed. The mnsequence Sign (§”) for
this new p-hypahesis will be the novel or unexpeded Sign. The mntext and adion
drawn from the set of recent Signs (and Actions for an SAS conredion) recorded by
the system in the memories associated with individual Signs and Actions (modeled in
SRSE as the shift register like “traces’). The new p-hypahesis may then be
constructed by incorporated the remembered comporents into the antecedent and
shifting the predicted time by an amount equivalent to the depth in the memory trace
of the antecedent item(s).

Postulate H5: Refinement. Refinement is the mechanism by which the animat
may differentiate or generalize its existing set of p-hypatheses. Diff erentiation adds
extra ondtions to the mntext of an existing p-hypahesis, reducing the range of
circumstances under which that p-hypahesis will be gpliceble. Generalizaion
removes or relaxes existing condtions to the ntext, increasing the range of
circumstances. Differentiation may be gpropriate to enhance p-hypatheses that have
stabilized, or stagnated, at some intermediate @rrobaative measure value. -
Hypotheses $oud na be subjed to dfferentiation unil they have readed an
appropriate level of testing (their “maturity”, or extent of corrobaration). Maturity isa
measure of the degree of corrobaration d a p-hypathesis. It is otherwise independent
of the aye of ap-hypahesis. It is expeded that the refinement processwill creae new,
separate p-hypaheses that are derived from the existing ores. Both dd and rew p-
hypaheses are retained and may then “compete” to determine which dff ers the best
predictive aility. In the spedfic implementation SRS/E, credion (H4) is heavily
biased to formulating over-generalized p-hypatheses, so dfferentiation is the primary
refinement method. Anticipatory Classfier Systems (ACS), due to their design, tend
to emphasize generalizaion [18] as the primary refinement mechanism.

Postulate H6: Forgetting. Forgetting is the mechanism by which the animat may
discad p-hypatheses foundineffedive from the set of p-hypatheses held, or when the
system needs to recmver resources. A p-hypahesis might be deleted when it can be
determined that it makes no significant contribution to the abiliti es of the animat. This
point can be difficult to ascertain. Evidence from animal leaning studies indicates
that leaned behaviors may be retained even after considerable periods of extinction.
Experimental evidence drawn from the implementation d the Dynamic Expedancy
Model points to the value of not prematurely deleting p-hypahesis, even thoughtheir
corrobarative measures fall to very low levels [27]. Where a Sign is predicted by
many p-hypaheses there may be goad cause to remove the least effedive. It is
presumed that the last remaining p-hypahesis relating to a spedfic consequent Sign
will not be removed, on the basis that some predictive aility, however poa, is better
than nore & al. As no record is retained of the forgotten p-hypathesis, a new p-
hypahesis creaed later may be the same & one previously removed (by H4-2).



5.2 TheValence Postulates

Definition GO: Goals. A goa establishes a vaence @ndtion within the aximat
causing the animat to seled behaviors appropriate to the adievement or satisfaction
of that goal. Goals (denoted by the letters G/'g) are aspedal condtion d aSign; goals
are therefore dways drawn from the set of avail able Signs.

Postulate G1: Goal Valence. From time to time the animat may assert any of the
Signs available & a goal. Any Sign asserted to adt as a goal in thisway is termed as
having valence (or be valenced). None, one or many Signs may be valenced at any
onetime.

Postulate G2: Goal Priority. Each valenced gaal is assgned a pasitive, non-zero
priority. This priority value indicates the relative importance to the animat of
adhieving this particular goal, in the prevaili ng context of other behaviors and gals.
Goal priority is determined within the innate behavioral comporent of the ehogram.
In the aurrent SRSE implementation ory one goal is pursued at any time - the top-
goal, the goal with the highest priority.

Postulate G3: Valenced Behavior. Whenever a god is valenced, SRS/E will, by
rule 4, propagate valence acoss existing p-hypaheses to establish a graph o
valenced conredions within the system. In the SRSE implementation ead SRS
conredion will impose a cost effort estimate, C, propationa to the dfort of
performing the adion andinversely to the arrent C_ value for thelink:

C. ~ (adion_cost(er) / Cy) (egn. 8)

This effort acaimulates aaoss the graph, so that ead antecedent Sign in the
network defines the beginning d a path or chain (of adions) that represents the “best
estimate” for the animat forward to the top-goal. This graph is referred to as the
Dynamic Policy Map (DPM), asit defines aboth preferenceranking for adivation for
every Sign readed by rule 3 and indicaes which o the adions asociated by p-
hypaheses with the Sign shoud be adivated. The DPM is recdculated frequently as
goal priorities and confidence measures change due to corrobaration, and as p-
hypaheses are alded and removed from the system. In the SSconredion casg, it is
convenient to consider a “dummy” action. By assgning it a high (nctional)
adion_cost, propagation acossthese links is disadvantaged.

Postulate G4: Valenced Action Selection. When a DPM exists the system will
apply rule 5 to adivate ap-hypahesis and so seled an adion. SRS/E seleds the p-
hypaheses with the lowest overall cost estimate to the top-goal where several nodes
compete for adivation undr rule 5.

Postulate G5: Goal Satisfaction. A valenced gaal is deemed “satisfied” once the
condtions defined by the goal are encountered, when the sign that defines the goal
beoomes adivate. The priority of asatisfied gaal is reduced to zero and it ceaesto be
a source of valence Where goal-seeking behavior is to take the form of sustained
maintenance of a goal state, the goal seledion rocess must maintain the valence of
the goal Signfollowing ead satisfadion event.

Postulate G6: Goal Extinction. In a situation where dl posshble paths to a goal
are unavail able, continued attempts to satisfy that goal will eventually become athrea
to the wntinued survival of the aiimat, by blocking ou other behaviors and



needlesdy consuming resources. Such agoa must be forcibly abandored. Thisisthe
goal extinction point. Witkowski [27] has modeled gaal extinction wsing the DEM,
arguing that is it substantially different from a simple reversal of the development of
corrobaration and from extinctionin classcd conditioning.

5.3 TheBehavior Postulates

Definition BO: Behaviors. Behaviors (indicated by the letter B) are nonleaned
adivities inherent within the system. Behaviors are explicitly Stimulus-Resporse
(SA) conredions and are adivated acording to the tenets of rule 1. They are defined
prior to parturition as part of the éhogram. There is no limit to the complexity (or
simplicity) of innate behavior. An animat might be solely dependent on innate
behaviors, with noleaning comporent.

Postulate B1: Behavior Priority. Each behavior within the animat is assgned a
priority relative to al the other behaviors. This priority is defined by the ehogram.
The adion asciated with the behavior of highest priority is sleded for expresson.

Postulate B2: Primary Behaviors. Primary behaviors define the vocabulary of
behavior patterns available to the animat at parturition. These behaviors provide a
repertoire of adivities enabling the animat to survive in its environment until learning
processes may provide more dfedive behaviors.

Postulate B3: Goal Setting Behaviors. The @hogam defines the condtions
under which the animat will convert to gaal seeking behavior. Once agoal is st the
animat is obliged to pusue that goal while there is no primary behavior of higher
priority. Where no behavior can be seleded from the DPM, the animat seleds the
primary behavior of highest priority that is currently adive. Behavior seledion from
the DPM resumes once there is any match between the set of adive signs and the
current DPM.

Interruption o goal direded behavior by a higher priority innate behavior turns the
animat away from pursuing its current top priority goal. For instance goal direded
food-seeking kehavior shoud be interrupted by high piority predator avoidance
adivity. Once the threa has passed the goal direded behavior resumes, athoughthe
animat’s perceived “place”in the DPM will have shifted as aresult of the intervening
behavior. The structure and corrobaration d the DPM may have changed, and it must
be re-evaluated as behavior reverts to the goal direded form. Where goa seeking
takes the form of a sustained maintenance of the seleded goal state, the seledion
processmust re-valencethe required goal ead timeit is satisfied.

Postulate B4: Default (exploratory) Behaviors. Default Behaviors provide aset
of behaviors to be pursued by the animat whenever neither a primary nar a goa
setting behavior is applicable. Typicdly these default behaviors will take the form of
exploratory adions. Exploratory adions may be dther random (trial and error), or
represent a spedfic exploration strategy. Seledion d this grategy will i mpad the rate
and ader in which the p-hypahesis creaion pocesses occur (H4). Default behaviors
have apriority lower than any of the primary (B2) or goal setting (B3) behaviors. The
provision d some default behaviors is mandatory within the géhogram.



6 The SRS/E Program Architecture

Figure one ill ustrates the flow of control within the SRS/E program architecure and
the interadion bketween parts. The flow of control forms a nonterminating loop
incorporating eat of the eght steps identified in the figure. The computational eff ort
of eadh cycle is relatively light, ead adivity being initiated oppatunisticdly
acording to the prevailing circumstances. It is the amulative dfed over many
cyclesthat givesrise, over time, to arefined set of corrobarated p-hypaheses.
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Figure One: The SRS/E Evaluation Cycle

Step 1 evaluates every sign to creae the Sign adivation list $* using the arrent
status of the animat’ s transducers. Step 2 compares past predictions falling dwe & the
current time with the current adivations and updies the mrrobaration measure of the
u-hypatheses resporsible for the predictions tested (postulate H3). Step 3a seleds a
default (exploratory, B4) behavior. If an innate behavior is adivated (postulate B2,
step 3b) this will override the default behavior on the basis of priority (B1) at the
subsumption point (SPL). Step 3c determines the valence status of Signs, and updites
the Goal List (G), assgning ead gaal a priority (G2) on the basis of the defined gaal
setting kehaviors (B3). Where & least one goa has valence (G1) step 4isinitiated and
a Dynamic Policy Map constructed (G3). Step 5 applies rule 5 to find an intersedion
between S$* and p-hypaheses valenced by step 4 (postulate G4). The highest priority
adion is passd (via subsumption pant SP2) to step 6, which causes the animat’s
aduatorsto perform that adion. Once a Action hes been seleded every p-hypahesis



in # can be evaluated (postulates H1/H2) to determine the predictions to be made,
which will be evaluated by step 2in future gycles. Steps 8a, 8b, 8¢ and 8dimplement
postulates H4-1, H4-2, H5 and H6 respedively. The loop starts again at step 1

7 An lllustrative Experimental Procedure

Figure two shows key stages from a single experimental run wing the SRS/E
program. The example illustrates a number of points arising from the use of the
anticipatory leaning approac described in this paper. First, demonstrating the use of
anticipatory leaning techniques to creae new p-hypaheses and corrobarate them in
the dsence of explicit reward. Second, showing the dfeds of motivation onthe
behavior of the system and third, the dfeds of faled predictions in causing
substantial changesto overt behavior during valenced behavior.
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Figure two: Key Stages in the Experimental Procedure

The set-up represents a single animat (shown as the drcular objed) in a mazelike
environment where white squares represent traversable paths and Hadk ones are
blocked and canna be entered. The aiimat may make one of four adions, moving
“north” (up), “south”, “east” or “west”, taking it into an adjacent location. It does not
move if the destination square is blocked o the ealge of the environment is
encourtered. In this smulation the animat only senses a block when it attempts the
move into it. The aimat may diredly and uriquely sense, as a Sign, the identity of
the locationit is currently occupying. The arows represent the preferred adionin the



event that the Sign representing a given locaion is encourtered. The number in the
top right corner the total number of times the locaion has been visited, that in the
bottom corner the sum of cost effort estimates (C,, egn. 8) alongthe preferred peth to
the source of valence The experimental procedure gplied in the following stages (a
=0.5, B = 0.2 throughou):

1) The animat is al owed to explore the mazefor 1000adion cycles, but with no
source of valence Cycles1—100Q

2) The animat is returned to the start 'S’ and the Sign representing locaion ‘G’
is asdgned valence by the experimenter. The animat is allowed to runto ‘G'.
In animal experiments, valence would be atached to the goal location by
pladng a “reward” (food, for example) there, ading as a seaondary or derived
reinforcer (sedion 23). Cycles 10011010

3) A block is introduced at locdion ‘A’, the animat returned to ‘'S and ‘G’
valenced. The animat isallowed torunto ‘G’. Cycles1011-1035

4) Theblock at ‘A’ is removed and a block is now introduced at locdion ‘B’.
The alimat is again returned to ‘'S and ‘G’ valenced. The animat is all owed
torunto‘'G’. Cycles 10361080

5) Stage4isrepedaed, ‘B’ remains blocked. Cycles 1081-1098

During stage one of the experiment the animat uses the leaning bycredion (H4-1,
H4-2) methods to formulate many [rhypaheses relating to the environment and
subsequently corrobarates them using the methods described in postulates H1, H2 and
H3. As there is no motivation a goal setting adive during the first stage, all leaning
that takes placeis “latent” (leaning in the @sence of explicit motivation a reward).
The mrrobaative leaning processes described by patulates H1, H2 and H3 depend
only on the aility to make a prediction and so anticipate a spedfic outcome. A
successul prediction is taken as its own reward. The system will aso lean the maze
if motivationis present, but, apparently paradoxicdly, learning may be less siccessul
than uncer the unmotivated condtions ([27] for further discusson). This phenomenon
has also been observed in the dired animal experiments onlatent learning.

In stage two, the behavior of the animat is controlled by the Dynamic Policy Map,
constructed by the repeded application d rule 3 as the Sign indicaing the goa
locaion ‘G’ now has valence On the first run, the animat goes graight to the goal
locdion via path two (figure 2a shows the DPM at cycle 1007). This is as expeded.
Stage threeill ustrates the dfeds of failed predictions, due to the introduction d a
block at locdion‘A’. Figure 2b shows the situation at the start of stage 2 (cycle1011),
anticipating a path via‘A’. On reading the blockage, the animat attempts the adion
(North) to traverse into the expeded locaion using the p-hypahesis predicting the
move. Thisfalils, causing the mrrobaration measure for this p-hypahesis to fall (eqn.
7) on successve dtempts. As this individual hypathesis weakens, path two becomes
less viable than path ore (one may observe the DPM changing with ead failed
prediction and adion). Figure 2c shows the situation at cycle 1026 with the animat
now traversing peth ore. The visuali zation shows the situation after the route via path
one becmes preferred, and the animat’s behavior has changed to follow path ore to
‘G'. Figure 2d shows the DPM at the start of stage four. Due to the repeaed fail ure of
the p-hypahesis entering locdion ‘B’, the animat badtrads to ‘G’ via path three
once the blocked hypdhesisis sifficiently wegkened (figure 2e, cycle 1072. Figure



2f shows the situation at the start of stage five (cycle 1081). Inspedion revedsthat the
DPM indicates a path to ‘G’ via path three This is confirmed by the animat’s adual
path.

On an historicd note, this procedure is based onthe “placeleaning’ procedure
employed by Tolman and Honzik (see [6], p. 337) to demonstrate ‘“inferentia
expedation” or “insight” in rats. The key question was whether the rat would take
path two (as would be the cae with a pure reward based reinforcement leaning
strategy) - the animat having no“insight” that the block at ‘B’ would also block path
two) - or path three (the animat has a “map” strategy) at stage five. However, even
this result relies on the animat being gven sufficient time to fully explore its
environment. Using a randam or chance eploration strategy, insufficient exploration
time can lead to nonoptimal path choice preferences. This level of exploration is
easily confirmed with the visualization tod (of figure two), but not so obvious with
live rats. Where insufficient exploration is permitted, incomplete DPMs are formed
and may nat read to the arrent locaion. The animat performs exploratory adions
until alocaionwith valenceis encourtered, when gaal-seeking kehavior resumes.

8 Summary and Conclusions

This paper has developed a minimal set of five “rules’ of prediction and propagation
by which an animat may exploit anticipation as a model of intelligence Thefiverules
are used to place the important attributes of four maor leaning and kehaviora
schemes (the “four fadors’) into asingle aticipatory context andto develop a unified
approach to modeling them. These ae then elaborated with a larger number of
“postulates’, which ad as a bridge to a redizable model (DEM) and the spedfic
implementation (SRS/E). The key strength is the encgpsulation o anticipatory
prediction into p-hypaheses, self-contained and cgpable of corrobaration withou
reoourse to any ouside agency. Such p-hypaheses anticipate what might happen (S
and predict what can be made to happen (SAS), and can be used by the animat to
derive gpropriate behaviorsin its environment as the need arises.
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