M Sc- Adaptive Signal Processing Assignment

This assignment requires access to a UNIX workstation or PC running MATLAB together with
hardcopy facility.

Results should be recorded in alaboratory notebook.

One of the assgnments should be written up as aformal report.
Assignment 1

Title Adaptive Algorithmsfor Echo Cancellation
Aim;

To compare the performance of the Least Mean Square (LMS) and Recursive Least
Squares (ALS) adaptation agorithmsin the context of echo cancellation.

Background

Adaptive digitd sgnd processng is the sudy of agorithms and techniques which have the
cagpacity to vary in sympathy with changing Statisticad properties, characteristic of many red
sgnas. Such techniques have been successtully applied in many gpplication aress, for example,
channd equdisation in communications beamforming for seismic prospecting, EGG monitoring
in medicing, analysis of multiphase flow and the control of dynamic systems.

This assgnment is based upon a recent gpplication of adaptive digita sgna processing to echo
cancdlation. In “handsfreg’ mobile telecommunications, the mobile unit which contains the
loudspesker and microphone is placed, for convenience, a some distance from the loca
speaker. Therefore, when the remote (far-end) speeker is talking, there is acoustic coupling
between the loudspeaker and microphone of the mobile unit, which leads to the far-end speaker
hearing a disturbing echo of his own voice. Elimination of this echo can be achieved with an
adaptive filter, which modds the time-varying acoudtic coupling. The adaptive filter is applied in
a sysem identification structure as shown in Figure 1. The input, x(k), where k represents the
sample index, corresponds to the loudspeaker signal, namely the far-end speech; the unknown
system is the time-varying acoudtic path between the loudspesker and the microphone; the
noise term, n(k), represents that component of the microphone signa which has not been
generated by the loudspesker signa; and d(K) is the microphone signd - the desired response
for the adaptive filter. The adaptive filter atempts, in red-time, to track the time-variations of
the acoustic path in order to generate, at its output, asignal, y(k), which matches the component
of the microphone signa due to the acoudtic coupling between the loudspesker and the
microphone.



The adaptive filter is based upon a Finite Impulse Response (FIR) digitd filter structure together
with an adaptation agorithm to adjust the coefficients of the filter. The adaptation agorithm
adjugts the coefficients of the FIR filter so as to minimise some function of the error, e(k),
between the desired response, d(k), and the output of the adaptive filter, y(Kk).

Project

Two families of adaptation dgorithms are to be investigated, namely Least Mean Square (LMS)
and Recursive Least Squares (RLS).

The basic LMS dgorithm gpproximately minimises the mean square error J = E{e?(k)} where
the error is given by d(k)- w' (K)x(k) and w(k) :[wl(k),w2 (k),...,wL(k)]T is the
coefficient vector of the adaptive filter of length L, and x(k) = [x(k), x(K - 2),..., x(k- L +D)["
is the adaptive filter data vector. The coefficient vector update equation for the LMS agorithm
isgiven by

Wk+1) = wk) +2ux(k)ek) (1)

where the right hand term, x(k)e(k), is an ingantaneous estimate of the negetive gradient of the
error performance surface J [Haykin, 1996], and n is the adaptation gain. The coefficient

vector of the adaptive filter is generdly initidised to zero.

Exercise 1.1 Write a MATLAB function to perform the LMS dgorithm. The function inputs
should be vectors for the desired response signd, d(k), and the adaptive filter input, x(Kk),
whereas scaars for the adaptation gain, n, and the length of the adaptive filter L. The output

should be the error sgnd, e(k), together with the weight vector of the adaptive filter a each
sample k. The cdl of the function from within MATLAB should have the form e wmat] =
Img(x,d, m,L) wherex and d are N~ 1 vectors, m and L are sclarsand eisa N~ 1 vector

andwmat isa N~ L matrix.

The presence of feedback within the LMS agorithm, that is the output error is used to adjust
the coefficients of the adaptive filter, may lead to indability. The adaptation gain, i, is therefore

the key parameter which controls how the adaptive filter behaves and it should be chosen to lie
within the range [Haykin, 1996]

O<m<i 2
LP

X

where P, isthe power of theinput Sgnd to the adaptive filter.



Exercise 1.2 Use the LMS routine from Exercise 1.1 in a system identification smulation.
Represent the unknown system with a length 9 FIR filter with an impulse response sequence
vector w of the form

%exp(- (k- 4)2/4) k=1..9

and employ the randn(200, 1) function within MATLAB to generate x(k) which will have unity
power and zero mean. The desired response signd is generated with the filter(w,[1],X)
function.

(i) Assume the additive noise, n(k), is zero and the length of the adaptive filter, L, equas
that of the unknown system. Cdculate the upper bound for the adaptation gain from equation
(2), and multiply this by 1/3 [Bdlanger, 1987]. Run the LMS agorithm with this setting for nr

and use plot() and semilogy() to observe the convergence of the squared error, €%(k), and the
weight error vector norm with sample number - such plots give an indication of the learning rate

i) - wf”
W’

where w(K) is the coefficient vector of the adaptive filter a sample number k and the norm ||-||°

represents the sum of squared values of the vector argument. One example of MATLAB code
to achievethisis

of the adaptation agorithm. The normalised weight error vector norm is given by

wdn = wid* wid"; % Calculate denominator
temp = ones(200,1);

wi = temp*wid;

wnm = sum(((w-wi).*2)");

wnorm = wnm/wdn;

Mot the find weight vector for the adaptive filter, w(200). Choose the length of the adaptive
filter to be less than and greater than that of the unknown system. e.g. 5 and 11; recaculate the
adaptation gain for each case, amulate and explain the results eg. the fina weight vectors and
the effect upon the learning curves.

(ii) Repeat ) 20 times for independent input sequences, i.e. cal randn(200,1) and
filter(w,[1],X) to generate new input and desired response vectors with the length of the
adaptive filter equa to that of the unknown system. Flot the average squared error and weight
error vector norms - this corresponds to an approximate ensemble average [Haykin, 1996].
Comment on the results.

(iii) Repest (ii) for different settings of the adaptation gain i e.g. [0.5,0.01,0.001]. What
are the effects of increasing and decreasing the adaptation gain? Comment on the convergence
and misadjusment of the LMS agorithm [Haykin, 1996].



(v)  Add zero mean, independent noise to the desired response signal o that the signal-to-
noise ratio of the desired response is 20dB, that is the ratio of the output power of the unknown
system to the power of the independent noise is 100, and repeet (ii). Comment on the
convergence and misadjustment performance of the LMS agorithm.

V) In the echo cancellation application, the input to the adaptive filter, is speech. A speech
file caled sl.mat is available which can be loaded with the load command within MATLAB.
Use sl as the input x(k). Comment upon the choice of adaptation gain for the LM S agorithm
when the input to the adaptive filter isared speech sgnd. A modification to the LMS agorithm
isthe Normalised LMS agorithm with an update equation of the form

wk+1) = w(k) +L21<(k)e(k) €)
1+ ()

Why is this dgorithm more suitable for use with red sgnds? Write a MATLAB function to
gmulae this dgorithm. Apply this dgorithm to the systlem identification Smulation with sl as
input. Comment upon its performance. Compare the complexities of the LMS and NLMS
agorithms for red-time implementation. What is the implication of the use of a fixed point
precison digital sgna processor chip upon the operation of a LMS adaptive filter [Haykin,
1996]?

In contragt, the RLS agorithm is based on the exact minimisation of the sum of weighted errors
squared given by

JK=Q1<dn- wkxn)?® @

=1

where | T (0,]] isthe forgetting factor which describes the memory of the agorithm. Equation
(4) is based on an underlying growing exponential window of the input deta. The length of the
window is given, to afirst approximation, by 1/(1- | ) [Haykin, 1996]. A unity vaue for the
forgetting factor corresponds to infinite memory and is only suitable when satistical stationarity
can be assumed. The update equation for the RLS algorithm is given by

wk+1) = wk)+R*(K)x(k)e(k) (5)

where RY(k) istheinverse of the detainput matrix given by § Ik:ll “Ix)x"(1).

Notice the commondity between the adaptation agorithms, egns. (1), (3) and (5), they are dl
based on the same form of update equation. The diginguishing feature is the form and
complexity of the adgptation gain, for LMSit is a scaar congtant, for NLMS it is time varying



scaar, whereasfor RLS it isatime varying matrix.

Matrix inverson is an O(L®) operation, therefore it would not be feasible for a red-time
dgorithm to caculate a new vaue for RY(k) a each sample. However, this is not necessary.
Some complexity reduction results from writing R(k) = | R(k - 1) + x(k)x' (k) which shows
that the change in the data input matrix from one iteration to the next is a Smple vector outer
product of the most recent data vector, thet is, arank one matrix. The matrix inverson lemma
[Haykin, 1996] can then be applied to obtain a simple update for R*(k) which does not require
amatrix inversgon, just divison by ascdar, i.e.

R*(k- Dx(k)x" (KR (k- 1)U
T -1 L,,I (6)
I+ x (KR (k- Dx(k) ¢

4 1€
R (k)=|—_é_:R (k-1)-
e

For convenience, a new quantity is defined, R (k)x(k), which is sometimes called the Kaman
gain vector, notice the RLS agorithm and Kaman filtering are very dlosaly linked. The complete
RLS dgorithm is given by the next three equations

R (k- Dx(k)
| +x" (k)R (k- 1)x(K)

R0 =R k- - g0 R k-] @
w(k +2) = w(k) + g(e(k ©

9(k) = (7)

To initidise the RLS agorithm the most smple procedure is to use a soft congtraint and set R*
(0)=KkI, thet is, a scded verson of the identity matrix [Haykin, 1996]. When the forgetting
factor is st to be less than unity the effect of this soft congraint will quickly disappear. The
coefficient vector is, asfor the LM S dgorithm, initialised as the zero vector.

Exercise 1.3. The core of an RLS agorithm has been written in MATLAB (Given in Appendix
1). Use this code to write a routine which can be cdled from within MATLAB with the
following command line [e,wmat] = rig(x,d,X,L).

(0 Compare the MATLAB code with equations (7), (8) and (9). Explain how the
MATLAB code implements the dgorithm and how the dgorithm is initidised. What is the
complexity, in terms of number of additions and multiplications, of the RLS routines?

(i) Repeat Exercises 1.2 (i), (ii) and (iv) for the RLS dgorithm with the forgetting factor set
a unity.

(iii) Repesat Exercises 1.2 (i), (ii) and (iv) for the RLS agorithm with the forgetting factor st



at 0.99, 0.95and 0.8.

(iv) **Advanced chalenge** - How do the LMS, NLMS and RL S agorithms perform if you
vary, with sample number, the coefficients of the unknown system? One example would be to
fix the unknown system vector for 200 samples and then to change the coefficients at sample
number 201 and keep these fixed for the next 200 samples (Read the hep information for the
command filter).
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Appendix 1 Core of RLS Code

w = zeros(L,1);
x = zerog(L,1),
z= zeroq(L,1);

rinv =eye(L,L);

for count = 1:npoints
X(1) = xin(count);
Y=X W,
g(count) = d(count)-y
Z=Mnv*X;
q=X*z
v = 1/(lambdatq);
update = e(count)*v;
W = w+update* z;
rinv = (rinv —z*z*v )/lambda;
X = vrotate(x,1);

Jonathon Chambers, July 1994, November 1999, Ver. 2.
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Figure 1. (@) System Identification, (b) Echo Cancellation Application



