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Chapter 1

Introduction

1.1 Background

Communication involves the transfer of information from one point to another. In general, a
communication system can be represented by the model shown in Fig. 1.1.

Information
source and
input transducer
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Channel

O'utput Output
signal transducer
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Figure 1.1: Block diagram of a communication syst@akis & Salehi, Fig. 1.1]

The information generated by the source (which might be text, voice, image, etc.) is converted
into an electrical signal. The transmitter then converts (through the process of modulation) this
signal into a form that is suitable for transmission. The communication channel is the physical
medium that is used to send the signal from transmitter to receiver. Finally, the function of the
receiver is to recover the message signal, and a transducer then converts it into a form that is

suitable for the user.

From the point of view of this course, the most important aspect is that in its transmission
from source to user, the message signal is corrupted by noise. Although we may know basically
how communication systems work, and understand different forms of modulation, we also need
to consider how these systems behave when subjected to noise. The basic question that motivates
most of the material in this course idow do communication systems perform in the presence of

noise?




1.2 Some Definitions

1.2 Some Definitions

Signal

A signalis a single-valued function of time that conveys information. In other words, at every
point in time there is a unique value of the function. This value may either be a real number,
giving a real-valued signal, or a complex number, giving a complex-valued signal.

Deterministic and Random Signals

A deterministicsignal can be modelled as a completely specified function of time. In other words,
there is no uncertainty about its value at any time. For example, the sinusoid digsdlr f.t +
0) is deterministic ifA, f. andf are known constants.

A random(or stochastic) signal cannot be completely specified as a function of time and must
be modelled probabilistically. Random signals will be extremely important in this course, as we
will use them to model noise.

Analog and Digital Signals

An analogsignal is a continuous function of time, for which the amplitude is also continuous.
Analog signals arise whenever a physical waveform (e.g., a speech wave) is converted to an elec-
trical signal.

A digital signal is a discrete function of time, for which the amplitude can only have a finite
set of values. Sometimes a distinction is also made of discrete-time signals—these are signals that
are a discrete function of time, but the amplitude may take on a continuum of values. In this course
we will be primarily concerned with analog signals in Chapter 3 and digital signals in Chapter 4.

Power

Theinstantaneous powef a voltage or current signal is given by

2
p=T0 o = jipr

whereR is the resistance. The convention is to normalize the power usifigrasistor, so

p=lgt) (1.1)

whereg(t) is either a voltage or current signal.
Theaverage poweis defined as

1 [T/2
P = lim / lg(t)|* dt (1.2)

Example 1.1- Average power of a sinusoidal signal

Consider the deterministic signa{t) = A cos(27 ft + ), whereA is the amplitude,
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f is the frequency, andis the phase. By definition, the average power is

1 [T/2
P = lim / A? cos® (2 ft + ) dt

1 (T2 42
= lim / - [1 4 cos(4m ft + 20)] dt

T—oo T' J_1/2
AT A2 { T
= lim | —+ sin(4m ft 4+ 29)]
T—o0 ( 2T ' 8rfT 12
A2 A2 |: /2
= — + lim sin(4n ft + 29)]
2 T—oo <8ﬂ'fT ~T/2
AQ
T2
Note that we have used the identitys> z = £ (1 + cos 2z) in the second line above.
O
Energy
The signal energy is defined as
o / (02 dt. (1.3)

Bandwidth

The bandwidthof a signal provides a measure of the extent of significant spectral content of the
signal for positivefrequencies. When the signal is strictly band limited the bandwidth is well
defined. However, the meaning of “significant” is mathematically imprecise when the signal is
not strictly band limited. Several engineering definitions of bandwidth are commonly in use,
including:

Null-to-null bandwidth range of frequencies between zeros in the magnitude spectrum.

3-dB bandwidth range of frequencies where the magnitude spectrum falls no lower fha®
of the maximum value of the magnitude spectrum.

Equivalent noise bandwidthwidth of a fictitious rectangular spectrum such that the power in
the rectangular band is equal to the power associated with the actual spectrum over positive
frequencies.

Phasors and Spectra

To develop the notion of the frequency content of signals, we will consider a phasor representation.
Phasors are useful in circuit analysis for representing sinusoidal signals. For example, consider
the general sinusoid

x(t) = Acos(27 fot + 0) (1.4)
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Figure 1.2: Projection of a rotating phasor onto the real gxisner & Tranter, Fig. 2.2]
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Figure 1.3: Addition of two rotating phasorgiemer & Tranter, Fig. 2.2]

You have probably already come across the phasor representation
x(t) = Re {Aej0 ej%fot} (1.5)

where the term in brackets is viewed as a rotating vector in the complex plane, as shown in Fig. 1.2.
The phasor has length, rotates anti-clockwise at a rate fif revolutions per second, and at time
t = 0 makes an angle df with respect to the positive real axis. The wavefar(n) can then be
viewed as a projection of this vector onto the real axis.

In this course we will instead use a slightly different phasor representation. In particular, using
Euler’s relatio we can express(t) as

A A
z(t) = ) ¥ eI 2Tt 4 3 e 1% emi2mit (1.6)

which is shown in Fig. 1.3. In this case there are now two phasors rotating in opposite directions.
Each phasor has the same lendtf2 but opposite phase. At any tiniethe signalz(t) is given
by the vector addition of these two rotating phasors. Notice that the sum always falls on the real
axis.

To describe this phasor in the frequency domain, notice that it consists only of components at
+ fo, where+ f; represents the anti-clockwise rotating vector, anfd represents the clockwise
rotating vector. Thus, a plot of the magnitude and phasd Gfe*7% at +f, gives sufficient
information to characterize(¢). Such a plot is shown in Fig. 1.4. Note that negative frequency

3cos() = 1/2(e?? + e77)
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Figure 1.4: Frequency spectrum of the sigAalos(27 fot + 6). [Ziemer & Tranter, Fig. 2.3]

is an artifice that exists purely because it is necessary to add complex conjugate phasor signals to
obtain the real signat(t). Whenever we speak of real signals in this course, we will therefore
include both positive and negative frequencies in the spectrum.

References

e Lathi, chapter 1, sections 2.1, 2.2.
e Couch, sections 1-2, 1-3, 2-1, and 2-9.
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Chapter 2

Noise

2.1 Background

The performance of any communication system, such as that shown in Fig. 1.1, is ultimately lim-
ited by two factors: (i) the transmission bandwidth, and (ii) the noise. Bandwidth is a resource that
must be conserved as much as possible, since only a finite electromagnetic spectrum is allocated
for any transmission mediumWhatever the physical medium of the channel, the transmitted sig-

nal is corrupted in a random manner by a variety of possible mechanisms as it propagates though
the system. The termoiseis used to denote the unwanted waves that disturb the transmission
of signals, and over which we have incomplete control. As we will see throughout this course,
bandwidth and noise are intimately linked. In this chapter our aim is to develop a model for the
noise, with the ultimate goal of using this model in later chapters to assess the performance of
various modulation schemes when used in the presence of noise.

2.2 A Model of Noise

2.2.1 Sources of noise

In a practical communication system, there are many sources of noise. These source may be
external to the system (e.g., atmosphé&rglactict and synthetic nois& or internal to the system.
Internal noise arises due to spontaneous fluctuation of current or voltage in electrical circuits, and
consists of botlshot noiseandthermal noise

Shot noise arises in electronic devices and is caused by the random arrival of electrons at
the output of semiconductor devices. Because the electrons are discrete and are not moving in a
continuous steady flow, the current is randomly fluctuating. The important characteristic of shot
noise is that it issaussiardistributed with zero mean (i.e, it has the Gaussian probability density

2Spread-spectrum schemes, such as code-division multiple access (CDMA), actually use a transmission bandwidth
that is far greater than necessary (and is independent of the bandwidth of the message signal). However, this is done
primarily as a means of reducing the deleterious effect of noise, specifically noise caused by multipath propagation in
mobile communications.

bAtmospheric noise is naturally occurring electrical disturbances that originate within the Earth's atmosphere,
caused by conditions such as lightning.

‘Galactic noise originates from outside the Earth’s atmosphere, and includes solar noise and cosmic noise (back-
ground radiation in the universe).

9The predominant sources of synthetic noise are spark-producing mechanisms, as well as RF interference.



2.2 A Model of Noise

function shown in Fig. 2.2). This follows from tleentral limit theoremwhich states that the sum
of n independent random variables approaches a Gaussian distributior-asc. In practice,
engineers and statisticians usually accept that the theorem holdswhen

Thermal noise is associated with the rapid and random motion of electrons within a conductor
due to thermal agitation. It is also referred to as Johnson noise, since it was first studied experi-
mentally in 1928 by Johnsdiwho showed that the average power in a conductor due to thermal
noise is

Prhermal= kTB (2-1)

wherek is Boltzman’s constantl(38 x 10~2%), T is the absolute temperature in Kelvin, aRds
the bandwidth in hertz Again, because the number of electrons in a conductor is very large, and
their random motions are statistically independent, the central limit theorem indicates that thermal
noise is Gaussian distributed with zero mean.

The noise power from a source (not necessarily a thermal source) can be specified by a number
called theeffective noise temperature
. p
" kB

Effective noise temperature can be interpreted as the temperature of a fictitious thermal noise
source at thénput, that would be required to produce the same noise power aiutpeit Note

that if the noise source is not thermal noise, tlémay have nothing to do with the physical
temperature of the device.

The important thing to note from this section is thaise is inevitable

T, 2.2)

2.2.2 The additive noise channel

The simplest model for the effect of noise in a communication system is the additive noise channel,
shown in Fig. 2.1. Using this model the transmitted sigita) is corrupted by the addition of a

Channel

S0 —(+) x(0) = s(t) + n(t)

n(t)

Figure 2.1: The additive noise channeloakis & Salehi, Fig. 1.8]

random noise signatb(t). If this noise is introduced primarily by electronic components and
amplifiers at the receiver, then we have seen that it can be characterized statistically as a Gaussian
process. It turns out that the noise introduced in most physical channels is (at least approximately)
Gaussian, and thus, this simple model is the predominant one used in communication system
analysis and design.

€J.B. Johnson, “Thermal agitation of electricity in conductoRtiysical Revieywol. 32, pp.97-109, July 1928.
This equation is actually an approximation, although it is valid for frequencies up to ab@GHz.

8 EE2/ISE2 Communications Il DBW Nov 2004



2.3 A Statistical Description of Noise

2.3 A Statistical Description of Noise

As we have already hinted at, noise is completely random in nature. The noisersignel a
time-varying waveform, however, and just like any other signal it must be affected by the system
through which it passes. We therefore need a model for the noise that allows us to answer questions
such as: How does one quantitatively determine the effect of systems on noise? What happens
when noise is picked up at the receiver and passed through a demodulator? And what effect does
this have on the original message signal? Here we seek a representation that will enable us to
answer such questions in the following chapters.

2.3.1 Background on Probability

Before developing a mathematical model for the noise, we need to define a few terms.

Random Variable

Consider aandom experimenthat is, an experiment whose outcome cannot be predicted pre-
cisely. The collection of all possible separately identifiable outcomes of a random experiment is
called thesample spaceS. A random variablds a rule or relationship (denoted kythat assigns

a real number; to theith sample point in the sample space. In other words, the random variable
x can take on values; € S. The probability of the random variable taking on the value:; is
denotedPy (x;).

Cumulative and Probability Density Functions

Thecumulative density functiofedf) of a random variable is
Fi(z) = Pe(x < ). (2.3)

Theprobability density functioifpdf) of a random variable is

px(z) = %Fx(x) (2.4)

Note that we use upper cagtto denote probability, and lower capdo denote a pdf. We also
have that

€2

P(r; <x<x9) = / () de. (2.5)

1

One specific pdf that we will be particularly interested in is @eussiarpdf, defined as

1 2 2
(x) = ~(z-m)2/(20?) 26

wherem is themeanof the distribution an@? is thevariance This pdf is shown in Fig. 2.2.
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2.3 A Statistical Description of Noise

f(n)

Figure 2.2: Gaussian probability density functigsthwartz, Fig. 5-2]

Statistical Averages

One is often interested in calculating averages of a random variable. Denatepieted value
(or mean value) of a random variabteas E{x}. If the random variable has a pdf(z), then
the expected value is defined as

E{x} = /Oo xpx(z) dx, (2.7)

whereE{-} denotes thexpectation operator

Itis also often necessary to find the mean value of a function of a random variable, for example,
the mean square amplitude of a random signal. Suppose we want fo{fijdvherey is a random
variable given by

y = 9(x),
wherex is a random variable with a known pdf, anfl) is an arbitrary function. Then,
Bly} = B{9()) = [ g(alplo) da, (28)

Thevarianceof a random variable is defined as

oy = B{(x — B{x})*}
= B{x’} — E*{x}. (2.9)

Note that for a zero-mean random variable, the variance is equal to the mean square.

2.3.2 Random Processes

A random time-varying function is calledrandom processLetn(t¢) be such a process. A sample
n of n(t) taken at any time is a random variable with some probability density function. Here
we will only considerstationaryprocesses, where a stationary process is defined as one for which
a sample taken at timeis a random variable whose pdf is independert of

Recall that one can view a random variable as an outcome of a random experiment, where
the outcome of each trial is a number. Similarly, a random process can be viewed as a random
experiment where the outcome of each trial is a waveform that is a function of time. The collection
of all possible waveforms is thensembl®f the random process.

Two averages exist for random processes. Consider the ensemble of noise processes shown in
Fig. 2.3. Each waveform in this figure represents a different outcome of a random experiment.
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|n)
A~ L~ .
A Nt
|n(ﬂ)
7 NS s

A
i P
VLV T t

1

Figure 2.3: Ensemble averaggshwartz, Fig. 5-12]

Time Average

For a specific waveform, one could find ttime averagedefined as
T/2
(n(t))y = lim — / n(t) dt (2.10)

where(-) denotes the time average operator. Note that average power (1.2) is just the time average
of the magnitude-square of the waveform.

Ensemble Average

Alternatively, one could pick a specific time and average across all sample functions of the process
at that time? This would give theensemble average

E{n(t)} = /_OO n pu(n) dn. (2.11)

Comments

Note that the mean valug{n(¢)} locates the center of gravity of the area under the pdf. Random
processes for which the time-average and the ensemble-average are identical arergadied
processes. All the random processes encountered in this course will be assumed to be ergodic.
The importance of this is that time averages can be easily measured, whereas ensemble averages
cannot.

We can now interpret some engineering measures of the noise in terms of statistical quantities:

DC component: E{n(t)} = (n(t)) (2.12)
Average power: E{n*(t)} = (n?(t)) (2.13)

Notice that for a zero-mean process, the variance is equivalent to the average powet,=e.,
E{n?(t)}. This could be measured in the lab using a power metre.

9For a stationary source, the actual time chosen does not matter.
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2.3 A Statistical Description of Noise

2.3.3 Autocorrelation and Power Spectral Density

To understand bandwidth issues relating to random signals, we must now find a reasonable spectral
representation ofi(¢). In particular, we are interested in a frequency representation that reflects
an ensemble average of all possible random processes.

Autocorrelation

The frequency content of a process depends on how rapidly the amplitude changes as a func-
tion of time. This can be measured by correlating the amplitudes at timasd¢,. Define the
autocorrelationof a real random process as

Ry(t1,t2) = E{x(t)z(t2)} (2.14)
For a stationary process, the autocorrelation depends only on the time difference, so
Ry(1) = E{x(t)x(t + 1)} (2.15)
Recall that the average power of a waveform is the mean square. Hence,
P = E{a*(t)}
= R(0) (2.16)

Power Spectral Density

Power spectral density (PSD) is a function that measures the distribution of power of a random
signal with frequency. To illustrate the idea, consider a power meter tuned to a fregfachey
measures the power in a very narrow bandwidth arofgnthe output of this metre would give a
good approximation to the PSD at the frequerigyPSD is only defined for stationary signéls.

Theorem 2.1 (Wiener-Khinchine Theorem)
The power spectral density of a random process is defined as the Fourier transform of the autocor-
relation:
o0 .
S«(f) = / Ry (1) e 12T qr
—0o0
Since the autocorrelation is thus given by the inverse Fourier transform of the PSD, it follows
from (2.16) that the average power of a random process can be found by integrating the PSD over
all frequencies:
o
P=R(0)= [ s 2.17)
—00
One particular example of a PSD that plays an extremely important role in communications
and signal processing is one in which the PSD is constant over all frequencies, i.e.,

S(f) = = (2.18)

Noise having such a PSD is referred tovelsite noise and is used in the same sense as white
light which contains equal amounts of all frequencies within the visible band of electromagnetic
radiation. Note that the factdr/2 is included to indicate that half the power is associated with
positive frequency and half with negative.

PIn fact, it is defined fowide-sensetationary processes. These are processes for which the mean and variance are
independent of time. For a strictly stationary process, all ensemble averages are time-invariant.
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Figure 2.4: Receiver modghaykin, Fig. 2.33]

2.4 Representation of Bandlimited Noise

2.4.1 Development

Any communication system that uses carrier modulation will typically have a bandpass filter at

the front-end of the receiver (see Fig. 2.4). This filter will have a bandwidth wide enough to

pass the modulated signal of interest, and is designed to restrict out-of-band noise from entering

the receiver. Any noise that does enter the receiver will therefore be bandpass in nature, i.e., its

spectral magnitude is non-zero only for some band concentrated around the carrier frequency
For example, if white noise have a PSD§/2 is passed through such a filter, then the PSD

of the noise that enters the receiver is given by

No _

_ (2.19)
0, otherwise

and is shown in Fig. 2.5. We are now in a position to develop a representation specifically for such
bandpass noise. To achieve this, we will use a simple artifice, namely, to visualize the noise as
being composed of the sum of many closely spaced randomly-phased sine waves.

Consider the bandpass noise signét), whose PSD is given by (2.19) and is shown in
Fig. 2.5. The average noise power in the frequency slixg¢sat frequenciesf;, and — fy, is

2w

il A Nely na
—fc ~fe 0 £

Figure 2.5: Power spectral density of the bandlimited white noise preqess

found from (2.17) to be
P, =2 %Af = N,Af (2.20)

where the factor of 2 is present because we are summing the slices at negative and positive fre-
guencies. Fon f small, the component associated with this frequency interval can be Written

nk(t) = ay cos(2m frt + Oy) (2.21)

'Recall that thezos(2n f) wave contains frequency components at hptmnd— f.
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2.4 Representation of Bandlimited Noise

whered,, is a random phase assumed independent and uniformly distributed in the/0ahge
anda, is a random amplitude. It can be shdwiat the average power of the randomly-phased
sinusoid (2.21) is

P — E{Qai}

The complete bandpass noise waveforth) can be constructed by summing up such sinu-
soids over the entire band, i.e.,

n(t) =y nt)
k

(2.22)

= ay cos(2m fit + Oy) (2.23)
k
where
fe = fe+EAS. (2.24)

Now, let f = (fi — f.)+ f., and using the identity for thes(-) of a sunf we obtain the required
result.

2.4.2 Result
n(t) = ne(t) cos(2m fot) — ns(t) sin(2m fot) (2.25)
where
ne(t) =Y ak cos(2m(fi — fe)t + Ok) (2.26)
k
and
ns(t) = Z ar sin(27(fr — fo)t + 6k) (2.27)
k

From (2.24) we see that, — f. = kAf. Hence,n.(t) andn,(t) arebasebandsignals. The
representation fon(t) given by (2.25) is the representation we seek, and is referred to as the
bandpass representatioAlthough we have derived it for the specific case of a bandlimited white
noise process, it is actually a very general representation that can be uaagifandpass signal.

2.4.3 Average power and power spectral density

If this representation of bandpass noise is to be of use in our later analyses, we must find suitable
statistical descriptions. Hence, we will now derive the average powe(tin together with the
average power and PSD for botl(t) andn.(t).

IRefer to Problem Sheet 2, question 1

Kcos(A + B) = cos Acos B — sin Asin B

'A more general derivation would be based on the Wiener-Khinchine relation, and would involve integrals rather
than summations. In this course, however, a bandlimited noise representation is all that is required. Details for general
bandpass signals can be found, for example, in Chapter 4 of Couch.
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2W

-— .
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0

Figure 2.6: Power spectral density of each of the baseband noise proeggsesdn;(t).

The average power in(t) is P, = E{n?(t)}. Recall from Sec. 2.3.2 that for a zero-mean
Gaussian process the average power is equal to the vardn&eibstituting (2.23) yields

P, = E{n*@t)} = E{Z ay cos(27 frt + O) Z aj cos(2m fit + 6;)}
k 1
= Z Z E{aya; cos(2m frt + Ox) cos(2m fit + 6;) }
k l
= z Z E{ayxa;} E{cos(2m fit + 0)) cos(2m fit + 6;)}. (2.28)

kool
Since we have assumed the phase terms are independent, it folloWs that

E{cos(2m fit + 0),) cos(2m fit + 6;)} = 0,for k # 1, (2.29)
and
E{cos(2n fit + 0y) cos(2n fit + 61)} = E{cos? (2m fut + 0)} = %,for k=1 (2.30)
Hence,
P, = E{n(t)*} = Zk: E{;'%} = o2 (2.31)

This is what you should intuitively expect to obtain, given (2.22). A similar derivation for each of
n¢(t) andng(t) reveals that

P.=E{n.(t)’} => E{;’%} = o2 (2.32)
k
and )
Po= B{ny0? =Y E{;k} _o? (2.33)

k
Thus, the average power @achof the baseband waveforms (¢) andns(t) is identical to the
average power in the bandpass noise wavefofti

Now, considering the PSD of.(¢) andn(t), we note from (2.26) and (2.27) that each of
these waveforms consists of a sum of closely spaced baseband sinusoids. Thus, each baseband
noise waveform will have the same PSD, which is shown in Fig. 2.6. Since the average power in
each of the baseband waveforms is the same as the average power in the bandpass waveform, it
follows that the area under the PSD in Fig. 2.6 must equal the area under the PSD in Fig. 2.5. The
PSD ofn.(t) andng(t) is therefore given by

N07 ‘f‘SW

. (2.34)
0, otherwise

50) = 5.1 = {

M|f the phase terms are independent, tigfros(-) cos(-)} = E{cos(-)} E{cos(-)}.
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2.4 Representation of Bandlimited Noise

2.4.4 A phasor interpretation

Finally, we will interpret the bandpass representation in another way. Notice that (2.25) can be
written

n(t) = Re {g(t)eﬂ”fct} (2.35)
where
g(t) = nc(t) +Jns (t) (2.36)
andfRe {-} denotes the real part. We can also wrjté) in terms of magnitude and phase as
g(t) = r(t)el®® (2.37)
wherer(t) = \/n.(t)2 + ny(t)2 is the envelope and(t) = tan~![n,(t)/n.(t)] is the phase of

the noise. The phasor diagram representation is shown in Fig. 2.7. Because of this represen-

ng(2) 4[ |I
i
i
rit) :
|
|
1

8(t)

|
)
-

n(t)

Figure 2.7: Phasor representation of bandlimited ngiaen & Schilling, Fig. 7.11-1]

tation, n.(t) is often referred to as th@-phasecomponent, ana(t) as thequadrature-phase
component. Substituting the magnitude-phase representatigf¢janto (2.35) gives

n(t) = r(t) cos[2m fot + P(t)] (2.38)

This is an intuitively satisfying result. Since the bandpass ne{sgis narrow band in the vicinity
of f., one would expect it to be oscillating on the averagg.att can be shown that if.(¢) and
ns(t) are Gaussian-distributed, then the magnitudée has a Rayleigh distribution, and the phase
¢(t) is uniformly distributed.

References

e Lathi, sections 10.1, 10.2, 10.3,11.1, 11.2,11.4, 11.5
e Couch, sections 4-1, 6-1, 6-2
e Haykin, sections 1.2,1.7, 1.9

16 EE2/ISE2 Communications Il DBW Nov 2004



Chapter 3

Noise in Analog Communication
Systems

3.1 Background

You have previously studied ideal analog communication systems. Our aim here is to compare the
performance of different analog modulation schemes in the presence of noise. The performance
will be measured in terms of the signal-to-noise ratio (SNR) at the output of the receiver, defined

as
average power of message signal at the receiver output

SNR, = . -
average power of noise at the receiver output

(3.1)

Note that this measure is unambiguous if the message and noise are additive at the receiver output;
we will see that in some cases this is not so, and we need to resort to approximation methods to
obtain a result.

Channel noise

n(z)

Input ' Pr Iy B
—>— Transmitter Channel Receiver —a——
m(7) Output

Figure 3.1: Model of an analog communication systesi, Fig. 12.1]

A model of a typical communication system is shown in Fig. 3.1, where we assume that a
modulated signal with powePr is transmitted over a channel with additive noise. At the output
of the receiver the signal and noise powers Begeand Py respectively, and hence, the output
SNR is SNR = Pg/Px. This ratio can be increased as much as desired simply by increasing the
transmitted power. However, in practice the maximum valu@gis limited by considerations
such as transmitter cost, channel capability, interference with other channels, etc. In order to make
a fair comparison between different modulation schemes, we will compare systems having the
same transmitted power.

Also,we need a common measurement criterion against which to compare the difference mod-
ulation schemes. For this, we will use tbaseban®SNR. Recall that all modulation schemes are
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3.2 Baseband Communication System

bandpass (i.e., the modulated signal is centered around a carrier frequency). A baseband communi-
cation system is one that does not use modulation. Such a scheme is suitable for transmission over
wires, say, but is not terribly practical. As we will see, however, it does allow a direct performance
comparison of different schemes.

3.2 Baseband Communication System

A baseband communication system is shown in Fig. 3.2(a), whétgis the band-limited mes-
sage signal, ant/ is its bandwidth.

Message signal = m(t) qupass yp (t)
Message bandwidth = W CZ) band:v‘!fietl;\ =W

Noise

(a)

Signal
in Noise
270/

—B —W 0 w B
(b)

\\<Signa|

Noise

{c)

Figure 3.2: Baseband communication system: (a) model, (b) signal spectra at filter input, and (c)
signal spectra at filter outpUtiemer & Tranter, Fig. 6.1]

An example signal PSD is shown in Fig. 3.2(b). The average signal power is given by the
area under the triangular curve marked “Signal”, and we will denote it bWe assume that the
additive noise has a double-sided white PSDVgf2 over some bandwidt® > 1V, as shown in
Fig. 3.2(b). For a basic baseband system, the transmitted power is identical to the message power,
i.e.,Pr = P.

The receiver consists of a low-pass filter with a bandwidthwhose purpose is to enhance
the SNR by cutting out as much of the noise as possible. The PSD of the noise at the output of the
LPF is shown in Fig. 3.2(c), and the average noise power is given by

w
No df = N,2W (3.2)

Thus, the SNR at the receiver output is

Pr
SN — 3.3
R)aseband: NOW ( )
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3.3 Amplitude Modulation

Notice that for a baseband system we can improve the SNR by: (a) increasing the transmitted
power, (b) restricting the message bandwidth, or (c) making the receiver less noisy.

3.3 Amplitude Modulation

3.3.1 Review

In amplitude modulation, themplitudeof a sinusoidal carrier wave is varied linearly with the
message signal. The general form of an AM signal is

s(t)am = [A + m(t)] cos(2m f.t) (3.4)

whereA is the amplitude of the carrief, is the carrier frequency, and(t) is the message signal.
Themodulation indexu, is defined as -
P

wherem,, is the peak amplitude of:(t), i.e.,m, = max |m(t)|. Recall that if < 1, (i.e., A >
my), then the envelope cf(t) will have the same shape as the messagg), and thus, a simple
envelope detector can be used to demodulate the AM wave. The availability of a particularly
simple receiver is the major advantage of AM, since as we will see, its noise performance is not
great.

If an envelope detector cannot be used, another form of detection knogymetsronous de-

tectioncan be useé. The block diagram of a synchronous detector is shown in Fig. 3.3. The

Predetection x(t)ﬁ V(1) | postdetection | Y(V)
—— > bandpass X lowpass ——>
filter \T/’ filter

2 cos (wt)

Figure 3.3: Synchronous demodulat@femer & Tranter, Fig. 6.2]

process involves multiplying the waveform at the receiver by a local carrier of the same frequency
(and phase) as the carrier used at the transmitter. This basically replaces(théerm in (3.4)
by acos?(-) term. From the identity

2cos®(x) = 1 + cos(2x) (3.6)

the result is a frequency translation of the message signal, down to basebarfd=i.@),and up
to twice the carrier frequency. The low-pass filter is then used to recover the baseband message
signal. As one might expect, the main disadvantage with this scheme is that it requires generation
of a local carrier signal that is perfectly synchronized with the transmitted carrier.

Notice in (3.4) that the AM signal consists of two components, the cafriess (27 f.t) and
the sidebands(t) cos(27 f.t). Since transmitting the carrier term is wasteful, another variation
of AM that is of interest is one in which the carrier is suppressed. This is referreddoule-
sideband suppressed carri@SB-SC), and is given by

s(t)ps-sc = Am(t) cos(2m f.t) (3.7)

&This is also known as coherent detection, or a product demodulator.
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3.3 Amplitude Modulation

In this case the envelope of the signal looks nothing like the original message signal, and a syn-
chronous detector must be used for demodulation.
3.3.2 Noise in DSB-SC

Thepredetectiorsignal (i.e., just before the multiplier in Fig. 3.3) is
x(t) = s(t) + n(t) (3.8)

The purpose of the predetection filter is to pass only the frequencies around the carrier frequency,
and thus reduce the effect of out-of-band noise. The noise sigtiedfter the predetection filter is
bandpass with a double-sided white PSDVQf/ 2 over a bandwidth o2V (centered on the carrier
frequency), as shown in Fig. 2.5. Hence, using the bandpass representation (2.25) the predetection
signal is

x(t) = [Am(t) + ne(t)] cos(2m fet) — ng(t) sin(27 fet) (3.9)

After multiplying by 2 cos(27 f.t), this becomes

y(t) = 2cos(2m fot)x(t)
= Am(t)[1 + cos(4n ft)] + ne(t)[1 + cos(4n fct)]
—ng(t) sin(4m fet) (3.10)

where we have used (3.6) and
2coszsinz = sin(2x) (3.11)

Low-pass filtering will remove all of thef, frequency terms, leaving
() = Am(t) + ne(t) (3.12)
The signal power at the receiver outptht is
Pg = B{A’m?(t)} = A2E{m?(t)} = A’P (3.13)

where, recall P is the power in the message signa(lt). The power in the noise signal.(t) is
W
Py = / Nodf = 2N,W (3.14)
-W

since from (2.34) the PSD of.(t) is N, and the bandwidth of the LPF #. Thus, for the
DSB-SC synchronous demodulator, the SNR at the receiver output is
A’P
2N, W

SNR, = (3.15)

To make a fair comparison with a baseband system, we need to calculate the transmitted power

Pr = E{Am(t) cos(2m f.t)} = A;P (3.16)

PNote that the power il cos(27 f.t) is A2/2, but the power ind is A2.
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3.3 Amplitude Modulation

and substitution gives
Pr

SNR, = N

(3.17)

Comparison with (3.3) gives
SNRbse-sc = SNRyaseband (3-18)
We conclude that a DSB-SC system provides no SNR performance gain over a baseband system.

It turns out that an SSB system also has the same SNR performance as a baseband system.
3.3.3 Noise in AM, Synchronous Detection
For an AM waveform, the predetection signal is
z(t) = [A+ m(t) + ne(t)] cos(2m fot) — ng(t) sin(27 f.t) (3.19)
After multiplication by2 cos(2w f.t), this becomes

y(t) = A[l + cos(4m fot)] + m(t)[1 + cos(4m fet)]

+nc(t)[1 + cos(4m fot)] — ns(t) sin(4n fet) (3.20)
After low-pass filtering this becomes
y(t) = A+ m(t) + nc(t) (3.22)

Note that the DC termdl can be easily removed with a DC block (i.e., a capacitor), and most AM
demodulators are not DC-coupled.
The signal power at the receiver output is

Ps = E{m?({t)} =P (3.22)
and the noise power is
Py = 2N,W (3.23)
The SNR at the receiver output is therefore
P
NR, = .24
SNR, = 5 N (3.24)
The transmitted power for an AM waveform is
A2 p
Pr=—+— 3.25
T 5 + 7 ( )

and substituting this into the baseband SNR (3.3) we find that for a baseband system with the same
transmitted power

A2+ P
SNR)aseband: W (3-26)
Thus, for an AM waveform using a synchronous demodulator we have
P
SNRam = m SNF{)aseband (3-27)

In other words, the performance of AM is always worse than that of a baseband system. This
is because of the wasted power which results from transmitting the carrier explicitly in the AM
waveform.
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3.3 Amplitude Modulation

n(1)

Figure 3.4: Phasor diagram of the signals present at an AM recgierFig. 12.5]

3.3.4 Noise in AM, Envelope Detection

Recall that an envelope detector can only be used # 1. An envelope detector works by
detecting theenvelopeof the received signal (3.19). To get an appreciation of the effect of this, we
will represent the received signal by phasors, as shown in Fig. 3.4. The receiver output, denoted
by “E;(t)” in the figure, will be given by

y(t) = envelope ofc(t)
= VIA+m(t) + ne(t)]? + ns(t)2 (3.28)

This expression is somewhat more complicated than the others we have looked at, and it is not
immediately obvious how we will find the SNR at the receiver output. What we would like is an
approximation tgy(t) in which the message and the noise are additive.

(a) Small Noise Case

The receiver output can be simplified if we assume that for almostilal noise power is small,
i.e.,n(t) < [A+m(t)]. Hence

[A+m(t) +ne(t)] > [ns(t)] (3.29)

Then, most of the time,
y(t) = A+ m(t) + ne(t) (3.30)

which is identical to the post-detection signal in the case of synchronous detection. Thus, (ignoring
the DC termA again) the output SNR is

P
SNR, = SNV (3.31)
which can be written in terms of baseband SNR as
P
SNPenv = m SNR&Jaseband (3-32)

Note that whereas SN{g, in (3.27) is valid always, the expression for SNRs only valid for
small noise power.
(b) Large Noise Case

Now consider the case where noise power is large, so that for almestalhaven(t) > [A +
m(t)]. Rewrite (3.28) as

y* (1) = [A+m(t) + ne(t)]* + ns(t)
= A%+ m>(t) 4+ n(t) + 24Am(t) + 24n.(t) + 2m(t)n.(t) + n2(t)  (3.33)
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3.4 Frequency Modulation

Forn.(t) > [A + m(t)], this reduces to

YA () = nd(t) + ni(t) + 2[A + m(t)ne(t)

_ g2 2[A + m(t)]n.(t)
= E2(t) (1 + 10 (3.34)
whereE, (t) = \/n2(t) + n(t) is the envelope of the noise (as described in Section 2.4.4). But
from the phasor diagram in Fig. 3.4, we havét) = E,, () cos 0,,(t), giving
y(t) ~ En(t)\/ |4 A mE(t)(]t;:OS bu() (3.35)

Further,v/1+ 2 ~ 1+ z/2 for x < 1, so this reduces to

y(t) =~ E,(t) <1 n [A+mg2](;3)os 9n(t)>

= E,(t) + [A 4+ m(t)] cos 0, (1) (3.36)

The main thing to note about (3.36) is that the output of the envelope detector contains no term
that is proportional to the messaggt). The termm(t) cos 0, (t) is the message multiplied by
a noise ternmeos 6,,(t), and is no use in recovering(t). This multiplicative effect corrupts the
message to a far greater extent than the additive noise in our previous analysis; the result is that
there is a complete loss of information at the receiver. This produtieeshold effegtin that
below some carrier power level, the performance of the detector deteriorates very rapidly.
Despite this threshold effect, we find that in practice it does not matter terribly. This is because
the quality of a signal with an output SNR less than about 25 dB is so poor, that no-one would
really want to listen to it anyway. And for such a high output SNR, we are well past the threshold
level and we find that (3.27) holds. From a practical point of view, the threshold effect is seldom
of importance for envelope detectors.

3.4 Frequency Modulation

Having studied the effect of additive noise on amplitude modulation systems, we will now look
at the SNR performance on frequency modulation systems. There is a fundamental difference be-
tween these two. In AM, the message information is contained within the amplitude of the signal,
and since the noise is additive it adds directly to the modulated signal. For FM, however, it is the
frequency of the modulated signal that contains the message information. Since the frequency of
a signal can be described by its zero crossings, the effect of noise on an FM signal is determined
by the extent to which it changes the zero crossing of the modulated signal. This suggests that the
effect of noise on an FM signal will be less than that for an AM system, and we will see in this
section that this is in fact the case.

3.4.1 Review

Consider the following general representation of a carrier waveform

s(t) = Acos[0;(t)] (3.37)
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3.4 Frequency Modulation

where 6;(t) is the instantaneous phase angleComparing this with the generic waveform
Acos(2m ft), wheref is the frequency, we can define timstantaneous frequenof (3.37) as

filt) = L d(t)

— 3.38
2 dt ( )

For an FM system, the instantaneous frequency of the carrier is varied linearly with the message,
i.e.,

fi(t) = fe+ kpmi(t) (3.39)

wherek; is thefrequency sensitivitgf the modulator. Hence, the instantaneous phase is

0i(t) = 21 /_ EYRp

t
=27 f.t + 27rkf/ m(T) dr (3.40)

and the modulated signal is
t
s(t) = Acos [27rfct + 27rl<:f/ m(T) dT} (3.41)

— 00

There are two things to note about the FM signal: (a) the envelope is constant, and (b) the signal
s(t) is a non-linear function of the message sigmat).

Bandwidth of FM

Let the peak message amplitudesbg = max |m(t)|, so that the instantaneous frequency will
vary betweenf. — k;m,, and f. + k;ym,. Denote the deviation of the instantaneous frequency
from the carrier frequency as tifiequency deviation

Af = kym, (3.42)

Define thedeviation ratio (also called the FM modulation index in the special case of tone-
modulated FM) as
_Af

=W

(3.43)

whereW is the message bandwidth.

Unlike AM, the bandwidth of FM is not dependent simply on the message bandwidth. For
small 3, the FM bandwidth is approximately twice the message bandwidth (referred to as narrow-
band FM). But for large3 (referred to as wide-band FM) the bandwidth can be much larger
than this. A useful rule-of-thumb for determining the transmission bandwidth of an FM signal is
Carson’s rule

Br =2W(3+1) =2(Af+ W) (3.44)

Observe that fog <« 1, By =~ 2W (as is the case in AM). At the other extreme, fors> 1,
Br =~ 2Af, which is independent dii/.
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x() vir} | Baseband
M < % ) Band-pass . e Output
. ) Limiter Discriminator low-pass = .
signal s(r) + / filter filter signal

Noise
wlz)

Figure 3.5: Model of an FM receivaHaykin Fig. 2.40]

3.4.2 Noise in FM

The model of an FM receiver is shown in Fig. 3.5, whet# is the FM signal (3.41), and(t)
is white Gaussian noise with power spectral denaity2. The bandpass filter is used to remove
any signals outside the bandwidth f+ B7 /2, and thus, the predetection noise at the receiver is
bandpass with a bandwidth & . Since an FM signal has a constant envelope, the limiter is used
to remove any amplitude variations. The discriminator is a device whose output is proportional
to the deviation in the instantaneous frequency (i.e., it recovers the message signal), and the final
baseband low-pass filter has a bandwidtiiofand thus passes the message signal and removes
out-of-band noise.

The predetection signal is

t
x(t) = Acos |27 fct + 27Tk:f/

—0o0

m(T) dT} + ne(t) cos(2m fot) — ng(t) sin(2n ft)  (3.45)

First, let us consider the signal power at the receiver output. When the predetection SNR is
high, it can be shown that the noise does not affect the power of the signal at the“Uitpus,
ignoring the noise, the instantaneous frequency of the input signal is

fi = fo+kpm(t) (3.46)

and the output of the discriminator (which is designed to simply return the deviation of the in-
stantaneous frequency away from the carrier frequenci)ns(t). The output signal power is
therefore

Ps = k}P (3.47)

whereP is the average power of the message signal.

Now, to calculate the noise power at the receiver output, it turns out that for high predetection
SNR the noise output is approximately independent of the message $igniiis case, we only
have the carrier and noise signals present. Thus,

Z(t) = Acos(2mfct) + ne(t) cos(27 fot) — ns(t) sin(27 fot) (3.48)

The phasor diagram of this is shown in Fig. 3.6. From this diagram, we see that the instantaneous
phase is

(3.49)

“The derivation of this can be found in D. Sakris@gmmunication Theorylohn Wiley & Sons, New York, 1968.
dAgain, the proof of this is not very exciting, so we shall take it as given.
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Resultant
ng (1)
0(1)y A~y

ne ()

Figure 3.6: Phasor diagram of the FM carrier and noise sig[rails & Schilling, Fig. 9.2-1]

For large carrier power, then most of the time

0;(t) = tan~! n‘;l(t)
_ns(t)
N — (3.50)

where the last line follows froran € ~ ¢ for smalle. But, the discriminator output is the instan-
taneous frequency, given by

[~

doi(t)
T d
1 dng(t)
T 2mA dt

fi(t) =

[\)

(3.51)

We know the PSD ofis(t) shown in Fig. 3.7(a), but what is the PSDf,(t) /dt?
Fourier theory tells us that:

it 2(t) < X(f)

W0 ompx(p)

then
dt

In other words, differentiation with respect to time is the same as passing the signal through a
system having a transfer function &f(f) = j2nf. It can be showhthat if a signal with PSD

S;(f) is passed through a linear system with transfer functidif), then the PSD at the output of

the system i§,(f) = |H (f)|*Si(f)-

If the PSD ofn,(t) has a value ofV, within the bandtBr/2 as shown in Fig. 3.7(a), then
dn(t)/dt has a PSD ofj2x f|2N,. The PSD ofin,(t)/dt before and after the baseband LPF is
shown in Fig. 3.7(b) and (c) respectively.

Returning to (3.51), now that the PSD &#,(t)/dt is known, we can calculate the average
noise power at the receiver output. It is given by

w
Py = / o) df (3.52)

whereSp(f) is the PSD of the noise component at the discriminator output (i.e., the P pf
in (3.51)); the limits of integration are taken betweeW andWV to reflect the fact that the output

°See Lathi p.510, or Couch p. 420.
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Sy,

Figure 3.7: Power spectral densities for FM noise analysis:{@), (b) dns(t)/dt, and (c) noise
at the receiver outputtaykin, Fig. 2.42]

signal is low-pass filtered. Thus,

w 1 2
— ; 2
Po=f (27“4) 52 f1*No df

WNO
A

_ 2N, W3
342
This expression is quite important, since it shows that the average noise power at the output of
a FM receiver is inversely proportional to the carrier powéy2. Hence, increasing the carrier
power has aoise quietingeffect. This is one of the major advantages of FM systems.
Finally, we have that at the output the SNR is

(3.53)

SN SA%? P 3.54
Ro= 2N, W3 (3:54)
Since the transmitted power of an FM waveform is
Pr = A%/2 (3.55)
substitution into (3.3) gives
3k]20P , P
SNRem = 2 SNRbaseband= 33 ) SNRyaseband (3.56)
%4 m

p

The SNR expression (3.56) is based on the assumption that the carrier power is large compared
to the noise power. It is found that, like an AM envelope detector, the FM detector exhibits a
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Sn, )

—W 0 w f
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Figure 3.8: Power spectral densities of: (a) noise at the output of FM receiver, and (b) a typical
message signakaykin, Fig. 2.48]

threshold effectAs the carrier power decreases, the FM receiver breaks, as Haykin describes: “At
first, individual clicks are heard in the receiver output, and as the carrier-to-noise ratio decreases
still further, the clicks rapidly merge into a crackling or sputtering sodn@xperimental studies
indicate that this noise mutilation is negligible in most cases if the predetection SNR (i.e., just
after the receiver bandpass filter) is above 10. In other words, the threshold point occurs around

A2
ON,Br

10 (3.57)

where, recallBr = 2W(5+1). For predetection SNRs above this value, the output SNR is given
by (3.56).

One should note that whereas (3.56) suggests that output SNR for an FM system can be in-
creased arbitrarily by increasingwhile keeping the signal power fixed, inspection of (3.57) shows
this not to be strictly true. The reason is thaiincreases too far, the condition (3.57) that we are
above threshold may no longer be true, meaning that (3.56) no longer provides an expression for
the true SNR.

3.4.3 Pre-emphasis and De-emphasis

There is another way in which the SNR of an FM system may be increased. We saw in the pre-
vious subsection that the PSD of the noise at the detector output has a square-law dependence on
frequency. On the other hand, the PSD of a typical message source is not uniform, and typically
rolls off at around 6 dB per decade (see Fig. 3.8). We note that at high frequencies the relative
message power is quite low, whereas the noise power is quite high (and is rapidly increasing). Itis
possible that this situation could be improved by reducing the bandwidth of the transmitted mes-
sage (and the corresponding cutoff frequency of the baseband LPF in the receiver), thus rejecting a
large amount of the out-of-band noise. In practice, however, the distortion introduced by low-pass
filtering the message signal is unsatisfactory.

fA quallitative analysis of the FM threshold effect can be found in Haykin pp. 149-152, and Taub & Schilling devote
an entire chapter to the subject.
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" FM FM R Message plus
mit) > J;Iter > transmitter receiver [ ] fiter =~

el Hy,(f) noise

wlt)

Figure 3.9: Pre-emphasis and de-emphasis in an FM sygiemn, Fig. 2.49]
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Figure 3.10: Simple linear pre-emphasis and de-emphasis cirguits, Fig. 5-16]

A better solution is obtained by using tipee-emphasisand de-emphasistages shown in
Fig. 3.9. The intention of this scheme is thid}.(f) is used to artificially emphasize the high
frequency components of the message prior to modulation, and hence, before noise is introduced.
This serves to effectively equalize the low- and high-frequency portions of the message PSD such
that the message more fully utilizes the bandwidth available to it. At the recélygif) performs
the inverse operation by de-emphasizing the high frequency components, thereby restoring the
original PSD of the message signal.

Simple circuits that perform pre- and de-emphasis are shown in Fig. 3.10, along with their
respective frequency responses. Haykin shows (see Example 2.6, p.156) that these circuits can
improve the output SNR by around 13 dB. In closing this section, we also note that Dolby noise
reduction uses an analogous pre-emphasis technique to reduce the effects 9f noise.

9An overview of the different Dolby noise reduction technigues can be found at
http://www.dolby.com/cassette/bcnsr/
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3.5 Comparison of Analog Communication Systems

To conclude this analysis of the effect of noise on various analog modulation schemes, we will
now compare the relative performance of the schemes. In making the comparison we assume the
following:

(i) single-tone modulation, i.em(t) = A, cos(27 fint),
(i) the message bandwidtff = f,,,,
(iii) for the AM systemy =1,

(iv) for the FM system/ = 5 (which is what is used in commercial FM transmission, with
Af =175 kHz, andW = 15 kHz).

With these assumptions we find that the SNR expressions for the various modulation schemes
become:

SN F'QZ)SB—SC = SN |:%aseband

1
SNRAM = g SNR)aseband

75

3
SNF\’FM = 5 ﬂQSNR)aseband: ?SNRJaseband

These are shown in Fig. 3.11. We make the following comments (which are based on the above
assumptions):

AM: The SNR performance is 4.8 dB worse than a baseband system, and the transmission band-
width is By = 2WV.

DSB: The SNR performance is identical to a baseband system, and the transmission bandwidth is
Br = 2W (for SSB, the SNR performance is again identical, but the transmission band-
width is only By = W).

FM: The SNR performance is 15.7 dB better than a baseband system, and the transmission band-
width is By = 2(6 + 1)WW = 12W (with pre- and de-emphasis the SNR performance is
increased by about 13 dB with the same transmission bandwidth).

References

e Lathi, sections 4.1,4.2,4.3 (AM review); 5.1,5.2,5.5 (FM review); 12.1,12.2,12.3
e Couch, sections 5-6, 7-8, 7-9

e Haykin, sections 2.2, 2.3, 2.6, 2.7, 2.10, 2.11, 2.12, 2.13
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Figure 3.11: Noise performance of analog communication systemush, Fig. 7-27]
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Chapter 4

Noise in Digital Communication
Systems

4.1 Background

In analog communication systems the primary goal is to reproduce the waveforms accurately. If
the received waveform matches the transmitted waveform closely, then the message signal will be
correctly interpreted at the receiver. Hence, the performance criterion we used in Chapter 3 was
the signal-to-noise ratio at the output of the receiver. In digital communication systems though, at
any given time the transmitter sends one of a finite number of symbols. The goal of the receiver
is not to reproduce the transmitted waveform accurately, since the possible waveforms are already
known exactly. Rather, the receiver aims to correctly identify which one of the finite number of
symbols was sent. The performance measure for a digital system will therefore be the probability
of the receiver making a decision error.

4.2 Sampling

Analog signals can be converted through sampling to discrete-time samples. Providing these sam-
ples are taken at sufficientrate, the analog signal can be reconstructed exactly from its discrete-
time samples. Thus, in order to transmit the information in an analog signal, it is only necessary
to transmit its samples.

4.2.1 Sampling Theorem

Nyquist’s sampling theorem tells us what this sufficient rate is [Lathi, p.251]:

A signal whose spectrum is band-limitediio Hz, can be reconstructed exactly from
its samples taken uniformly at a rate Bf>> 2WW Hz. In other words, the minimum
sampling frequency ig; = 2W Hz.
4.2.2 Maximum Information Rate
Suppose we have a channel of bandwiBthiz, what is the maximum rate of information transfer
over that channel, in the absence of noise? Neglecting noise, a channel of bangvdditwill
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pass a signal of bandwidtB Hz without distortion. This signal can be exactly represented by its
Nyquist samples, which occur at a rate2d? Hz (according to Nyquist’s sampling theorem). So
the channel of bandwidtB Hz can transmi2 B independent pieces of information. Thus, at most
we can transmi® bits of information per second per hertghis is one of the basic relationships
in communications.

4.3 Pulse-Code Modulation

4.3.1 Background

Pulse-code modulation (PCM) is a baseband scheme that can be used to regmgseraiog
signal (e.g., voice, video, etc.) in digital form. There are three major advantages of using a
digital representation of analog signals: (i) digital signals are more immune to channel noise, (ii)
repeaters along the transmission path can detect a digital signal and retransmit a new noise-free
signal, and (iii) PCM signals derived from all types of analog sources can be represented using a
uniform format. PCM was first introduced into the American telephone network in 1962, and is
now used in every telephone network in the world (although as often happens, different standards
are used in America than elsewhere).

PCM is essentially a particular type of analog-to-digital conversion in which an analog signal
is sampled in time, and the amplitude of each sample is rounded off to the nearest one of a finite
set of allowable values. Thus, the analog signal is represented by samples that are discrete in both
time and amplitude.

m(t) . PCM
———>{ Sampler Quantizer Encoder ————>
output

Figure 4.1: PCM modulatgriemer & Tranter, Fig. 3.67]

Consider a message signalt) having a bandwidtiV. The generation of a PCM signal is
a three-step process as shown in Fig. 4.1. First the message signal is sampled, and providing the
sampling frequency is abovBV, then Nyquist's sampling theorem tells us that perfect recon-
struction of the message is possible. Next the sampled signakistizedi.e., the amplitude of
each sample is rounded to the nearest discrete level. Finally, the discrete amplitudes are encoded
into a binary codeword. This process is illustrated in Fig. 4.2.

4.3.2 Quantization Noise

Notice that quantization is a destructive process—once a signal has been quantized it cannot be
perfectly reconstructed. The noise so introduced is cajleghtization noiseand we will now
analyze its effect.

Consider a quantizer with uniform separationfolts between quantizing levels. The quan-
tization error is a random variable bounded-bA /2 < ¢ < A/2. Assume that it is uniformly
distributed over the available range, with a probability density function

L A< g<A/2
sy = { > =S (4.1)
0, otherwise
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Code Quantization
wmber level m(t), volts
4 m(t)
7 35 V4
3 7T
6 25 L \"
2 / .
5 15 V4 \\
1y e
4 0.5
0 l \
3 -05 : 1 . \
~1 : i : S 1
2 —-15 ! ! ; ! '
-2 R X ! i : AN
1 -25 H : i ! i |
-3t ; ! ‘ ! l |\
t T T P‘_I
0 -35 E : : ! ; i
-4+ ! ; : : : —
[l ' | 1 ' : !
1 1 ] ] ] 1 !
1 t ] t 1 1 !
Sample value 1.3 3.6 23 0.7 -07 -24 -34
Nearest quantization level 1.5 3.5 25 0.5 -05 -25 -35
Code number 5 7 6 4 3 1 0
Binary representation 101 111 110 100 011 001 000

Figure 4.2: The PCM procesgaub & Schilling, Fig. 5.9-1]

The mean square error is

Py = E{e’} = /_Oo ¢ p(q) dq

1 A/Q AQ
SV N RS
—A/2
Assume the encoded symbol hasits, so that the maximum number of quantizing levels is
L = 2™, The maximum peak-to-peakynamic rangeof the quantizer is therefor&*A. Let the

power of the message signal Be and denote the maximum absolute value of the message signal
by m, = max |m(t)|. Assume that the message signal fully loads loads the quantizer, such that

(4.2)

1
my, = 52% =" IA (4.3)
This gives a SNR at the quantizer output of
Pg P
NR =By = iz o
But, from (4.3) we have
m? Am?
A= P = P 4.5
(2n71)2 22n ( )
Substitution gives the SNR as
3P
SNR, = = 2*" (4.6)
m
p
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or, expressing this ratio in decibels

3P
SNR,(dB) = 101log;, (2*") + 10logy, <m2)
p

3P
m
p

Hence, each extra bit in the encoder adds 6 dB to the output SNR of the quantizer.

Example 4.1- Sinusoidal message signal

Consider a full-load sinusoidal signal of amplitudg,, i.e.,m(t) = A, cos(27 f,t).
The average signal power is

2
b A
2
and the maximum signal valuesis, = A,,. Substitution into (4.6) gives
3A?2
SNR, = = 921
R=2a2

Expressing this in decibels gives

SNR,(dB) = 6.02n + 1.76 dB.

O

In practice, the quantization noise can generally be made so small that it is negligible to the
end user of the message. For example, audio CDs use 16-bit PCM to achieve a quantization SNR
of greater than 90 dB.

4.3.3 Bandwidth Requirements

For ann-bit quantizer withL, = 2™ quantization levels, each sample of an input signal is repre-
sented using bits. If the signal is bandlimited t& Hz, then its PCM representation contains
2nW bits per second. Recall from Section 4.2.2 that, in the absence of channel noise, we can
transmit 2 bits per second per hertz. Therefore, PCM requires a minimum transmission bandwidth
of

Br=nW (4.8)
Recall from (4.6) that the output SNR due to quantization is
P
SNR, = 372 22"

p

But from (4.8),n = Bp/W. Substitution gives

SNR, = ?iz 92Br/W (4.9)
mp

Hence, in a PCM system, SNR increas@ponentiallywith the transmission bandwidiB, i.e.,
a small increase in bandwidth yields a large increase in SNR.
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4.3.4 Companding

There is a final component that is generally part of a PCM system, especially one used for voice
signals. It is found that typically small signal amplitudes occur more often than large signal am-
plitudes. This means that often the signal does not use the entire range of quantization levels
available. Notice that the amount of quantization noise added to a given sample (4.2) is indepen-
dent of the signal amplitude. Small signal amplitudes will therefore suffer more from quantization
effects than large amplitude signals.

To counteract this effect it is better to have more closely-spaced quantization levels at low
signal amplitudes and more widely-spaced levels at high signal amplitude. In practice, a uniform
guantizer is easier to implement, so to achieve non-uniform quantization, the input signal is first
compressed, then quantized and transmitted, and then expanded at the receiver. This process
of compessing and then egpdingthe signal is referred to aompanding The exact SNR gain
obtained with companding naturally depends on the exact form of the compression used. However,
each extra bit in the encoder still adds an extra 6 dB to the quantization SNR.

The concept of predistorting a message signal in order to achieve better performance in the
presence of noise, and then removing the distortion at the receiver, should be familiar—that is
precisely what was done in Chapter 3 with pre-emphasis and de-emphasis circuits in FM systems.

4.4 Baseband Data Transmission

The effect of additive noise on digital transmission is that at the receiver, a symbol 1 is sometimes
mistaken for a symbol 0, and vice versa. This leadbiteerrors. Here we wish to derive an
expression for the probability of error, i.e., the probability that the symbol at the receiver output
differs from the transmitted symbol.

: A

N x(t) _ yl(t) Vi . = Choose 1 if y, >4
LPW pass \: 5 Decision 2

filter O device

T

White Threshold
noise A

w(t} =z

sample
+ at time ¢,

f—- Choose O if y, <—AE

Figure 4.3: Model of a binary baseband data communication sysgteyn, Fig. 4.4]

Consider the binary data communication system shown in Fig. 4.3. In this system, the symbol
“0" is represented by volts, and the symbol “1” is represented Hyvolts. This is aunipolar
systenf? We assume that the binary symbols occur with equal probability, and that the channel
noise is additive white Gaussian noise, with a PSINgf2. The received signal is first low-pass
filtered to the signal bandwidtiiV (to remove out-of-band noise) whékré is chosen large enough
to pass the digital waveform essentially unchanged. It is then sampled, and the sampled value is
compared with some predetermined thresHold.

#Note that the development in Haykin section 4.3 usipslar symboals, i.e., “1” isA and “0” is — A.

PBy convention, the decision is made at the mid-point of the bit interval—this requires synchronization between the
transmitter bit period and the receiver bit period. Such synchronization can be achieved by extracting a suitable clock
period from the received signal.
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) f,(v)

Figure 4.4: Probability density functions for binary data transmission in noise: (a) symbol 0
transmitted, and (b) symbol 1 transmittesthwartz Figs-4]

After the LPF, the predetection signal is
y(t) = s(t) +n(t) (4.10)

wheres(t) is the binary-valued function (eithéror A volts), andn(t) is additive white Gaussian
noise with zero mean and variance

o? = /W No/2 df = NoW. (4.11)
-W

Recall that a sample valu€ of n(t) is a Gaussian random variable whose probability density
function is

() = — exp<—0>. (4.12)

oV 2

This PDF is also known asrmormaldistribution, and often denoted A$(0, 2) (i.e., a mean of
zero, and variance of?).

LetY denote a sample value gft). If a symbol 0 was transmitted, thetit) = n(¢) andY
will have a PDF of\/(0, %) as shown in Fig. 4.4(a). If, however, a symbol 1 was transmitted,
theny(t) = A + n(t) andY will have a PDF of\/ (4, 02) as shown in Fig. 4.4(b). Since these
symbols occur with equal probability, it is reasonable to set the threshold le¥gba(iin fact, it
can be shown this that is the optimum level in the sense of minimizing the probability of error).
We then make receiver decisionstas:

if Y < A/2,choose symbd)
if Y > A/2, choose symbol

This detector is referred to agr@aximum likelihood detectolf the transmission probabilities are
unequal (i.e., symbol 1 occurs more frequently than symbol 0, or vice versa), the threshold level
is changed accordingly.

There are two cases of decision error:

(i) a symbol O was transmitted, but a symbol 1 was chosen
(i) a symbol 1 was transmitted, but a symbol 0 was chosen

°If Y = A/2 then we randomly choose either symbol. This doesn’t effect the average probability of error.
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4.4 Baseband Data Transmission

These errors correspond to the shaded regions in Fig. 4.4P Ldde the conditional probability
of error, given that the symbol 0 was transmitted. This is defined as

o'} 1 TL2
Py = — e ———= | dn 4.13

The probability of error event (i) occurring is equal to the probability of an error, given a symbol
0 has been transmitted, multiplied by the probability of a symbol 0 being transmitted, i.e.,

i) = PoPeo

wherep is thea priori probability of transmitting a symbol 0.
Similarly, the conditional probability of error, given that the symbol 1 was transmitted is

A/ n—
Py :/ g exp (—(A)Q> dn (4.14)

Lo OV2m 202

and the probability of error event (ii) occurring is

Py = p1Pe1

wherep; is thea priori probability of transmitting a symbol 1.

Note that since we have equally probable symbols and the threshold is set mid-way between
0 andA, these conditional probabilities are identical, i,y = P.;. This can readily be shown
mathematically by using a change of variable: (n — A) in P.;.

The probability of errorP., is now the sum of the probabilities of the two conditional events,
ie.,

P. = pg) + pqi
= poPeo + p1Pe1
=P,o=P, (4.15)

where the last line follows fromy = p; = 1/2, andP.y = P;.

Now, how does one calculate? Fortunately, there is a standard mathematical function called
the complementary error functiowhich is a available in most packages, e.g., MATLAB. It is
defined by

erfc(u) = \/27? /00 exp(—22) dz (4.16)

Letz = n/(0V/2), sodz = dn/(o+/2). Substitution into (4.16) gives

[e9) 2
erfc(u) = a\iﬂ/ 5 exp (—;‘2> dn (4.17)

Comparison with (4.13) now gives

1 A
P, = -erfc[ ——= 4.18
2 <02ﬂ) ( )
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Figure 4.5: Probability of bit error for binary detection in Gaussian nggsewartz, Fig. 5-5]

Another standard mathematical function that one might also use to caldat@.g., in
Couch) is theQ-function, defined as the area under the tail of a normalized Gaussian random
variable N (0, 1). Itis defined by

1 [e.e]
Q(u) = Nor /u exp(—n?/2) dn.

Thus, in terms of thé&)-function,

Comments

Note that the probability of error (4.18) depends solelydw, the ratio of the signal amplitude
to the noise standard deviation (i.e., RMS noise). Thus, the rgtiois thepeak signal-to-noise
ratio. The probability of error versus the peak signal-to-noise ratio is shown in Fig. 4.5. Note
that forA/o = 7.4 (i.e., 17.4 dB),P. = 10~%. So, if the transmission rate i$° bits/sec, then
on average there will be an error every 0.1 seconds. Howevdr/df = 11.2 (i.e., 21 dB), an
increase of just 3.5 dBP, decreases t@0~®. And for a transmission rate di® bits/sec, this
means that on average there will be an error only about every 15 minutes. (In practise designers
often useP, = 10~ as a design goal for binary communication systems.)

It should also be noted that thfé, curve exhibits ahreshold effect In other words, above
some threshold (approximately 18—20 dB) the probability of error decreases very rapidly with
small changes in signal strength. Below this threshold, errors occur quite frequently.

dIf we express this ratio in decibels, we must t&kdog,,(A/0), since it is a voltage ratio (not a power ratio).
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4.5 Bandpass Data Transmission

4.5 Bandpass Data Transmission

4.5.1 Background

Analogously to analog modulation schemes, digital modulation schemes use a step change in the
amplitude, phase, or frequency of a sinusoidal carrier to distinguish a symbol 0 from a symbol
1. More complicated forms of digital modulation use a combination of these, e.g., 16-QAM is

a hybrid amplitude/phase modulation scheme which can represent symbols from a 16-symbol
alphabet. The basic binary transmission modulation schemes are shown in Fig. 4.6

Binary
data

(b)

{¢)

Figure 4.6: Transmitted waveforms for common digital modulation schemes: (a) amplitude-shift
keying, (b) frequency-shift keying, and (c) phase-shift keyiHagkin, Fig. 6.1]

For digital modulation schemes, there are essentially two common methods of demodulation,
synchronous detectioor envelope detectione will only consider synchronous detection here.
In digital systems, synchronous detection consists of multiplying the incoming waveform by a
locally generated carrier frequency, and then low-pass filtering the resultant multipliedsignal.

45.2 ASK

In amplitude-shift keying (ASK), the signals used to represent the binary symbols are:

So(t) =0 (419)
s1(t) = Acos(27 f.t) (4.20)

®Notice that this is identical to an analog synchronous detector.
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4.5 Bandpass Data Transmission

Since there is no signal when the symbol 0 is transmitted, the scheme is also referred to as on-off
keying (OOK). More generally, we can write the transmitted signal as

s(t) = A(t) cos(2m ft), A(t) € {0, A} (4.21)

Consider the synchronous detector shown in Fig. 4.7. The predetection filter is used to restrict

Low-pass >
E——— H(w) filter

A

ol % f

2cos w,t

Figure 4.7: Model of a synchronous detectethwartz, Fig. 5-37]
out-of-band noise, and the predetection signal (i.e., before the multiplier) is

x(t) = s(t) + n(t) (4.22)
= [A(t) + nc(t)] cos(2m fet) — ns(t) sin(27 fet) (4.23)

where the noise signal(¢) has a double-sided white PSD &, /2 over the bandwidtR1V. Since
it is bandpass noise, we have used the bandpass representation (2.25) developed in Chapter 2.
After multiplication by the local oscillatog cos(27 f.t), the received signal is:

y(t) = [A(t) + ne(t)] 2 cos? (27 fot) — ng(t)2sin(27 fot) cos(27 ft) (4.24)
= [A(t) + ne(t)] (1 + cos(4dm fet)) — ns(t) sin(4n fet) (4.25)
where the last line follows from the trigonometric identiti2sos’z = 1 + cos2z, and

2sinx cosx = sin 2.
After low-pass filtering, this becomes

g(t) = A(t) + ne(t) (4.26)

Since the in-phase noise componep(t) has the same variance as the original bandpass noise
n(t), it follows that the received signal (4.26) is identical to the received signal (4.10) for baseband
digital transmission considered in the previous section. Thus, the sample vajj(eswill have

PDFs that are identical to those shown in Fig. 4.4. As in the baseband transmission case, the
decision threshold will be set at/2. Thus, we conclude that at the receiver, the statistics of the
receiver signal are identical to those of a baseband system, and thus, the probability of error for
ASK is the same as (4.18), i.e.,

1
Pepsk = = erfc(

: ) (4.27)

A
o2v/2
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453 PSK

For a PSK system, we can write the transmitted signal as
s(t) = A(t) cos(2mfet), A(t) € {—A, A} (4.28)

The detector is again shown in Fig. 4.7, and after multiplication by the local carrier and low-pass
filtering, the signal at the receiver output is

y(t) = A(t) + ne(t) (4.29)

where agaim.(t) has the same variance as the input bandpass ngigeln this case, however,
the PDFs for sample values 9ft) are as shown in Fig. 4.8. The threshold level would be set at O

fow)

Probability Probability

of error

Figure 4.8: Probability density functions for PSK in noise: (a) symbol 0 transmitted, and (b)
symbol 1 transmittedschwartz, Fig. 5-6]

volts in this case, and the conditional error probabilities are

o) 1 A 2
Py :/ exp (—mz)) dn (4.30)
0 oV2m 20
0 1 (n — A)?
Pq= - | d 4.31
1 /_ma%exp( - >n (4.31)

Because of symmetry, we hay®, = P.;. We also note that each of these is equivalent to

P, = / ! p (_n2 ) d (4.32)
A = ex n .
,PSK 952

With the change of variable = n/(o+/2), we find that

Pe,PSK = % erfc (a'\Aﬁ) (433)

454 FSK
In a FSK system, the binary symbols are represented by

so(t) = Acos(27 fot), if symbol O is transmitted (4.34)
s1(t) = Acos(27fit), if symbol 1 is transmitted (4.35)

This requires two sets of synchronous detectors as shown in Fig. 4.9, one operating at a frequency
fo and the other af;. Each branch of this detector is basically an ASK detector, and the output of
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2 cos wyt

—{ Hglw) —Vé—b ipf

Lol 4y % Ipf
/! 2cos wqt
7

1

Figure 4.9: Synchronous detector for FS$&chwartz, Fig. 5-38]

the LPF on each branch & plus noise if the symbol is present, and noise only if it is not. Denote
the noise output of the top branchnagt), and that of the bottom branch as(t), where each of
these noise terms has identical statistica . If a symbol 1 was transmitted, the output of the
summation is

y1(t) = A+ [na1(t) — no(t)] (4.36)
whereas, if a symbol 0 was transmitted, the output of the summation is
Yo(t) = —A+[n(t) — no(t)] (4.37)

As in PSK, the threshold level would be set at 0 volts. The difference from PSK, however, is that
the noise term is now (t) — no(¢). If the noises in the two channels are independent (true if the
system input noise is white and the bandpass filtéf&v) and H;(w) do not overlap), then the
variances add (as shown in the example below). Hence, the noise has effectively doubled. The
probability of error for FSK can be easily found by replacirtgin (4.33) by202, giving

Pursc= g ere( 5 ) (4.39)

Example 4.2— Noise variance for FSK
Let z; andx, be zero-mean independent random variables with variancaado3,
respectively. Considey = z1 — xo. By definition, the variance af is
oy = E{y*} — E*{y}

= E{(x1 — 22)%}

= B{a? — 2z129 + 23}
For independent variableg;{z 122} = E{x;}E{z2} = 0 for zero-mean random
variables. So

05 = EB{2?} + F{z3}

2 2
=07 t+035.
g
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455 Discussion

A comparison of the error probabilities for the various digital systems is shown in Fig. 4.10. This
reveals that for the same error probability, the signal amplitude in PSK can be reduced by 6 dB
(i.e., a factor of 2 reduction in amplitude) compared with a baseband or ASK system, and the
signal amplitude in FSK can be reduced by 3 dB (i.e., a factadfeduction in amplitude).

Baseband, ASK

10

10°

‘ ‘ ‘ . ‘ ‘ ‘ ‘ ‘
0 2 4 6 8 10 12 14 16 18 20 22
Als (dB)

Figure 4.10: Noise performance of digital communication systems in Gaussian noise.
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Chapter 5

Information Theory

5.1 Background

In 1948, Claude E. Shannon laid the foundation for a whole new discipline with the publication
of his seminal paper “A Mathematical Theory of Communicatidrhis paper, and its compan-

ion paper the following year, “Communication in the Presence of Ndisgeated the field of
Information Theory

In the previous chapters we have seen that the performance of communication systems is
limited by the available signal power, the inevitable background noise, and the limited bandwidth
available for transmission. We found that some systems perform better than others. This naturally
leads to a fundamental question: Is there a system that performs the best? This question is perhaps
stated best by Taub & Schilling, who ask “what would be the characteristics ioieahsystem
[one that] is not limited by our engineering ingenuity and inventiveness but limited rather only by
the fundamental nature of the physical universe”. This is the kind of question that drove Shannon
to establish the results of information theory. In this chapter we will look at some of these results,
and then compare the performance of real communication systems with that of the yet-to-be-
defined ideal system.

You will find that most of the definitions in this chapter are in terms of digital sources. The
definitions for continuous sources, although covered in Shannon'’s original paper, are not presented
here because the mathematics becomes complicated and the physical meanings are more difficult
to interpret. One does not need to be too concerned about the continuous case, however, since
through PCM any analog source can be approximated by a digital source with as much accuracy
as required. If all this sounds like a side-step of the issue, in the final section of this chapter we
will look at what information theory has to say about analog modulation and compare the results
with those obtained in Chapter 3.

5.2 Concept of Information

The function of any communication system is to convey information. There is an information
source that produces the information, and the communication system is designed to transmit the
output of the source from transmitter to receiver. In radio broadcasting, for example, the source

aBell Syst. Tech. Jvol. 27, pp. 379-423, 623-656, July and Oct. 1948
PProc. IRE vol. 37, pp. 10-21, Jan. 1949
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INFORMATION
SOURCE TRANSMITTER RECEIVER DESTINATION

> P

RECEIVED
SIGNAL

SIGNAL

MESSAGE MESSAGE

NOISE
SOURCE

Figure 5.1: Shannon’s model of a communication SysteRannon(1948) Fig. 1]

might be a music or speech signal, in TV it is a video signal, etc. In order to perform an analysis
of communication systems, we need a quantitative measure of the information that is output by an
information source.

An intuitive notion of information refers to any new knowledge about something. Messages
containing knowledge of a high probability of occurrence (i.e., those conveying little uncertainty
in outcome) convey relatively little information. In contrast, messages containing knowledge with
low probability of occurrence convey relatively large amounts of information. Thus, a reason-
able measure of the information that is output by an information source should be a decreasing
function of the probability of that particular output. Also, a small change in the probability of a
certain output should not change the information delivered by that output by a large amount. Such
considerations lead Hartleyo define theamount of informatiorn a particular symbot as

1
I(s) = log;9 (5.1)

wherep is the probability of occurrence of the symbol

This definition has a number of important properties. Whena 1, I(s) = 0, i.e., a symbol
that is certain to occur contains no information. oK p < 1,0 < I(s) < oo, i.e., the
information measure is monotonic and real-valued. Finally=f py x po, I(s) = I(p1) + I(p2),

i.e., information is additive for statistically independent events.

In its original form, Hartley's definition of information used a base-10 logarithm. However,
in communications it has become standard tolagg, and to give information the units dits
(even though it is strictly dimensionless). Thus, if we have 2 symbols with equal probability
p1 = p2 = 1/2, each symbol representés) = log,(1/0.5) = 1 bit of information.

We will therefore use

I(s) =logy ; (5.2)

as the definition of information content of a particular symbbhving probability of occurrence
p.
Note thatlog, can be easily calculated as

logyo z
logg 2

logy z = = 3.32log;gx (5.3)

°R.V.L. Hartley, “Transmission of informationBell Syst. Tech. Jvol. 7, pp. 535-563, 1928.
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5.3 Source Entropy

In general, the average information associated with the output of an information source is of in-
terest, rather than the information associated with a particular single output. This is especially
important since the output of the information source occurs at random. Here we define a suitable
measure for this average information.

Suppose we have an information source emitting a sequence of symbols from a finite alphabet

S ={s1,52,...,5K} (5.4)

If we assume that successive symbols are statistically independent, then this is referred to as a
zero-memory sourcer a discrete memoryless sourcéurther assume that each symbol has a
probability of occurrence

K
prk=1,...,K, suchthatd p; =1. (5.5)
=1

If we are told that the particular symbel has occurred, then, by definition, we have received
1
I(sg) = logy pik = —logy px (5.6)

bits of information. Buts; occurs at random, so the expected (or mean) valug ©f) over the
source alphabet is

K K
E{I(sk)} = > pel(sk) = — > pilogy pi-
k=1 k=1

Let us define thsource entropas the average amount of information per source symbol:

K
H(S) == prlogypr (5.7)
=1

and give it the units of bits / symbol. The significance of entropy is that, although one cannot
say which symbol the source will produce next, on the average we expect fé(gatbits of
information per symbol. Note that entropy in thermodynamics is a measure of disorder and ran-
domness, and this agrees somewhat with the information theory concept of entropy as a measure
of uncertainty.

Example 5.1—- Entropy of a Binary Source

Consider a binary source for which symBgloccurs with probability;, and symbol
sg occurs with probabilityyy = 1 — p1. From (5.7) the entropy is

H(S) = —pology po — p1logy ;1
= —(1 —p1)logy(1 — p1) — p1logy p1.

This is shown in Fig. 5.2 as a function pf. Notice that the entropy is zero if either
p1 = 0 (and hencepy = 1) or p; = 1. This is intuitively correct, since if either
symbol is certain to occur then its transmission conveys zero information. Also notice
that the maximum entropy occurs when= py = 1/2. This is when either symbol
is equally likely to occur, and thus, there is the maximum uncertainty.

O
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Figure 5.2: Entropy function of a binary souneeakis & Salehi, Fig 4.3]

Example 5.2— A three-symbol alphabet
Consider a source that produces one of three possible symbol$, or C, with
respective probabilities 0.7, 0.2, and 0.1. The entropy (5.7) is
H(S) = —0.710g5(0.7) — 0.210g5(0.2) — 0.110g,(0.1)
=0.7x0.5154+0.2 x 2.322 4+ 0.1 x 3.322
= 1.157 bits/symbol

For a binary system, the most straightforward way to encode these symbols is

A =00
B =01
C=10

or permutations thereof. This would require 2 bits/symbol. However, the entropy
calculation predicts that the average amount of information is only 1.157 bits per
symbol.

O

In the second example above, a naive coding scheme resulted in a requirement to transmit 2
bits for every symbol, whereas the average information content of these symbols was just over 1
bit per symbol. The number of bits that one needs to transmit for each symbol clearly limits the
total number of symbols (and thus, the amount of information) that can be transmitted in a given
time. Thus, one would like to reduce the number of bits to be transmitted as much as possible.
This raises some important questions. First, what is the minimum number of bits that are required
to transmit a particular symbol? And second, how can we encode symbols such that we achieve
(or at least come arbitrarily close to) this limit? These questions are addressed in the following
section.

5.4 Source Coding

5.4.1 Background

A model of a communication system is shown in Fig. 5.3. We have already established that
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Figure 5.3: A coding model of a communication syst@namer & Peterson, Fig. 6-1]

the function of this system is to transmit information reliably from the source to the destination
(denoted “user” in this figure). The information source generates a sequence of symbols which
are to convey a specific message to the user. These source symbols are then taken by the source
encoder which assigns codewords to the source symbols in order to reduce the number of symbols
that are actually transmitted to the user. The channel encoder then performs further encoding by
using mechanisms that allow the receiver to correct errors caused by channel noise. The outputs
of the channel encoder are then modulated and transmitted to the receiver, where the reverse of
these operations are performed to recover the original information message.

In this course we will not look at channel encoding. It is important, however, to be clear about
the difference between source encoding and channel encoding. Source encoding is concerned with
minimizing the actual number of source bits that are transmitted to the user. Channel encoding
is concerned with introducing redundant bits to enable the receiver to detect and possibly correct
errors that are introduced by the channel. A simple example of channel coding is a parity check
bit, which is added to a group of data bits so that the number of 1's within the group is either
even or odd—this permits the detection of a single error within the group at the receiver. This is
one example of a block code, in whighsymbols are mapped to > k& symbols by the channel
encoder, with the purpose of providing the receiver with the ability to detect and possibly correct
errors. Other block codes that you may come across are Reed-Solomon, Hamming, and Golay
codes, just to name a few. Another class of channel codes are convolutional codes, which are
generated by shift registers and exclusive-OR logic gates. These codes are detected by a device
known as a Viterbi decoder. As one can imagine, the topic of channel coding is enormous. The
aim here has been simply to identify that it is an important component of a communication system,
and to alert you to some of the concepts that you may come across in the future.

5.4.2 Average Codeword Length

Returning to the problem of source coding, recall that this topic arose from a desire to reduce
to the minimum possible the average number of data bits per unit time that must be transmitted
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over the channel. A basic premise of source coding is that if symbols are not equally probably,
coding efficiency can be increased by using variable-length code words. Morse code (dating back
to the 1800's and used for telegraphy), is an example of this idea. Letters that occur frequently are
assigned short code words, and letters that occur infrequently are assigned long code words (e.qg.,
'e’ is assigned dot, and 'z’ is assigned dash-dash-dot-dot).

Let ¢, be the number of bits used to code itk symbol in a source alphabet wifth symbols.
Further, let the probability of occurrence of this symbopheDefine theaverage codeword length
as

K
L= pli (5.8)
=1

This represents the average number of bits per symbol in the source alphabet.

The first question to be addressed\fghat is the minimum codeword length for a particular
alphabet of source symbols?

First, let us consider a system with two symbols that are equally likely. One cannot do better
than to encode them with one bit, i.e., 0 or 1. For four equally-likely symbols, one needs two bits;
for 8 symbols one needs 3 bits, etc. In general, if therenagqually-likely symbols, each with
probability of occurrence gf = 1/n, then one needé = log,(1/p) = log, n bits to represent
the symbols.

Now consider an alphabé&t = {si, ..., sx} with respective probabilities,, k = 1,..., K.

During a long period of transmission in whiéfi symbols have been generated (wharés very

large), there will beVp; occurrences of;, Np, occurrences of symbab, etc. If these symbols

are produced by a discrete memaoryless source (so that all symbols are independent), the probability
of occurrence of a typical sequenSg, will be

p(Sn) :plel X png2 X ... X pKNpK

Since any particular sequence df symbols is equally likely, the number of bits required to
represent a typical sequensg is

1
LNZIO ——=-1o NplX...X KNpK
g2 p(SN) gQ(pl D )
= —Np;loggp1 — Npaloggpa — ... — Npg logs pr
K
= —N > pilogypr = NH(S).
k=1

This is the number of symbols required to encode a sequen¥esgtbols, so the average length

for one symbol is

L= LWN = H(S) hbits/symbol

This result leads us to the first important theorem of information theory.

Theorem 5.1 (Source Coding Theorem)
Given a discrete memoryless source of entrépiS), the average codeword lengthfor any
source coding scheme is bounded as

L>H(S).

52 EE2/ISE2 Communications Il DBW Nov 2004



5.4 Source Coding

This theorem has answered our first question by providing a lower bound on the number of
bits required to represent a particular source alphabet. A second question immediately arises as to
how one can design an efficient source coding algorithm.

5.4.3 Huffman Coding

Here we will look at one particular method of source coding, known as Huffman c8dirtds
technique is important, since the Huffman coding procedure yields the shortest average codeword
length.

The idea in Huffman coding is to choose codeword lengths such that more-probable sequences
have shorter codewords. A flowchart of the algorithm is given in Fig. 5.4, and is best illustrated
with an examplé.

Sort in decreasing
order of probability

Merge the two
least probable

no
Number of elements = 2?

AssignOand 1 to
the two codewords

Is any element the
result of merger
of two elements,

Append the codeword
with 0 and 1

Stop

Figure 5.4: Huffman coding procedureroakis & Salehi, Fig. 4.5]

Example 5.3— Huffman coding for a three-symbol alphabet

Consider a source that produces one of three possible symbols, or C', with
respective probabilities 0.7, 0.2, and 0.1. This is the same alphabet considered in
Example 5.2. The Huffman procedure is illustrated in Fig. 5.5, and results in the

9D.A. Huffman, “A method for the construction of minimum redundancy codesjc. IRE vol. 40, pp. 1098-1101,
Sept. 1962
°See Haykin pp.578-579 for a different example.
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Figure 5.5: Example of the Huffman source coding proceduiéer & Peterson, Fig. 6-2]

following codewords:

A=0
B =10
C=11

The average codeword length is calculated from (5.8) to be

L=(1x07)+(2x02)+(2x0.1)=1.3

This is considerably better than the naive coding of Example 5.2 which resulted in
2 bits per symbol. However, it is still short of the entrof(S) = 1.157 bits per
symbol.

O

To reduce the average codeword length further, symbols can be Huffman coded in pairs (or
triples, quadruples, etc.) rather than one at a time. Grouping the source symbols in pairs, and
treating each group as a new source symbol is referred to as the second extension of the source.
Using groups of three is the third extension, and so on. For the example source alphabet, coding
the second extension results in an average codeword lendth-0f.165 bits per symbol, which
is now appreciably closer to the lower boufdS). Continuing with the third extension would
bring us still closer to the lower bound, and it is in this sense that Huffman coding is said to be
optimal.

There is, however, one major problem with Huffman codes: the procedure relies strongly
on the source statistics which must be known in advance. Before closing this section on source
coding, we will have a brief look at oneiversal source coding algorithnSuch algorithms are a
class of coding procedures that do not reqaimiori knowledge of the source symbol statistics.

5.4.4 Lempel-Ziv Algorithm

This algorithm is named after its inventbend is widely used in computer file compression such
as the Unixgzip andcompress functions. It is a variable- to fixed-length coding scheme, in

fJ. Ziv and A.Lempel, “A universal algorithm for sequential data compress|&EE Trans. Infor. Theoryol. 23,
pp.337-343, May 1977
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that any sequence of source symbols is uniquely parsed into phrases of varying length, and each
phrase is then coded using equal length codewords. It basically works by identifying phrases of
the smallest length that have not appeared so far, and maintaining these phrases in a dictionary.
When a new phrase is identified it is encoded as the concatenation of the previous phrase and the
new source output. It is not necessary to understand this procedure irfdathir the intention

is to provide a flavour of the type of algorithms that are used in practice for source coding.

5.5 Channel Capacity

Consider a source that generates symbols at a ratesgibols per second. We have already
shown that the average number of bits of information per symbol is the entropy (5.7). Defining
theinformation rate R, as the average number of bits of information per second, we find

R=rH (5.9)

According to this definition, one should be able to transmit information at an arbitrarily high
rate, simply by increasing the source symbol ratdf the symbols are transmitted over a noisy
channel, however, one will obtain bit errors at the receiver (as we saw in Chapter 4).

Define thechannel capacityC', as the maximum rate oéliableinformation transmission over
anoisychannel. In other words, it is the maximum rate of information transfer with an arbitrarily
small probability of error. Shannon proved the following fundamental theory of communications
regarding channel capacity.

Theorem 5.2 (Channel Capacity Theorem)

If R < C, then there exists a coding scheme such that the output of the source can be transmitted
over a noisy channel with an arbitrarily small probability of error. Conversely, it is not possible to
transmit messages without errotfif> C.

You should appreciate that this is a surprising result. In Chapter 4 we saw that the probability
density of Gaussian noise extends to infinity. Thus, we would expect that there will be some
times, however infrequent they may be, when the noise must override the signal and produce
an error. However, Theorem 5.2 says that this need not cause errors, and that it is possible to
receive messages without error even over noisy channels. What this theorem says is that the basic
limitation due to noise in a communication channel is not orrétiability of communication, but
rather, on thespeedf communication.

The following complementary theorem tells us what this maximum rate of reliable information
transfer is for a Gaussian noise channel.

Theorem 5.3 (Hartley-Shannon Theorem)
For an additive white Gaussian noise channel, the channel capacity is

S

whereB is the bandwidth of the channé, is the average signal power at the receiver, Ani$
the average noise power at the receiver.

9For the interested reader, an example is given in Proakis and Salehi pp.236-237, or Haykin pp.580-581.
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Although it is strictly applicable only to additive white Gaussian noise channels, Theorem 5.3
is of fundamental importance.One finds that in general, most physical channels are at least
approximately Gaussian. Also, it turns out that the results obtained for a Gaussian channel often
provide a lower bound on the performance of a system operating over a non-Gaussian channel.

According to this theorem, theoretically we can communicate error free Gphlits per sec-
ond. Although telling us the upper theoretical limit of error-free communication, Theorems 5.2
and 5.3 tell us nothing about how to achieve this rate. To paraphrase Lathi, “[This is one of the
problems] which has persisted to mock information theorists since Shannon’s original paper in
1948. Despite an enormous amount of effort spent since that time in quest of this Holy Grail of
information theory, aleterministicmethod of generating the codes promised by Shannon is still
to be found.”

5.6 Performance of an Optimum Communications System

The goal of analog communications systems is to reproduce signals reasonably faithfully, with a
minimum of noise and distortion. This is not quite the same thing as reliable information transfer

in information theory. Information theory does, however, have something to say about analog
transmission. Specifically, it (a) tells us the best SNR that can be obtained with given channel
parameters, (b) tells us the minimum power required to achieved a specific SNR as a function of
bandwidth, and (c) indicates the optimum possible exchange of bandwidth for power.

In analog systems one might define the optimum communication system as that which achieves
the largest signal-to-noise ratio at the receiver output, subject to certain design constraints (such as
channel bandwidth and transmitted power). Is it possible to design a system with infinite signal-
to-noise ratio at the output when transmission is over a noisy channel? As one might expect,
the answer is no. However, Theorem 5.3 does allow us to derive the noise performance of the
theoretical optimum analog system.

The general model of a communication system is shown in Fig. 5.6. A baseband message

. mit)

Signal Modulator

source
5(1)

White Gaussian Predetection Postdetection
noise n(t) signal-to-noise ratio signal-to-noise ratio
x(t) (SNR), {SN R)O
Predetection J{ Postdetection y@)
filter Demodulator filter
bandwidth = 8 bandwidth = W

Figure 5.6: General model of a modulated communication syst&ffer & Tranter, Fig. 10.29]

"For the interested reader, an overview of the derivation of this theorem (involving the volumedimensional
hyperspheres) can be found in Proakis & Salehi, pp.733-736.

'Recently, certain error-correction channel coding schemes (C. Betmip“Near Shannon limit error-correction
coding and decoding: turbo codeftoc. ICC Geneva, May 1993) have been developed that allow a system to come
extremely close (within a fraction of a dB) to the Shannon limit.
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m(t) of bandwidth1V, is modulated to form a bandpass sigrél) having bandwidthB, and
transmitted over a channel with additive white Gaussian noise. The receivedsignal s(t) +

n(t) is filtered to a bandwidth oB, the transmission bandwidth. According to Theorem 5.3, the
maximum rate at which information may arrive at the receiver is

Cin = Blogy(1 + SNR,) (5.10)

where SNR, is the predetection signal-to-noise ratio at the input to the demodulator.
After demodulation, the signal is low-pass filtereditbthe message bandwidth. The maxi-
mum rate at which information can leave the receiver is

C, = Wlogy(1 + SNR,) (5.11)

where SNR is the SNR at the output of the postdetection filter.

Notice that we have not specified a particular modulation or demodulation scheme. We assume
that the scheme is optimum in some respect. Specifically, an ideal modulation scheme will be
defined as one that does not lose information in the detection process, so that

C, = Cyp (5.12)

Substitution yields
SNR, = [1 + SNR;,|?/V — 1 (5.13)

which shows that the optimum exchange of SNR for bandwidth is exponential.

We can gain further insight by looking more closely at the predetection SNR at the demod-
ulator input. Specifically, if the channel noise has a double-sided white P30 (¥, then the
average noise power at the demodulator willyeB. If the transmitted power i®, then we have

P W P
N,B B N,W

SNR,, = (5.14)

Recognize thaP/(N,W) is just the baseband SNR (3.3) from Chapter 3. Hence, the output SNR
of an ideal communication system is

W B/W
SNR, = (1 + E SNR)asebana -1 (5-15)

and is shown in Fig. 5.7 as a function of baseband SNR for vaityl§” ratios.

In Chapter 3 we derived the noise performance of various analog modulation schemes in terms
of baseband SNR. Since we now also have the performance of the ideal receiver in terms of
baseband SNR, we can relate it to the performance curves from Chapter 3.

Specifically, a bandwidth spreading ratio BV = 1 corresponds to both SSB and base-
band. A bandwidth spreading ratio 8f/WW = 2 corresponds to DSB and AM, arigl//V = 12
corresponds to commercial FM broadcasting. Comparing these curves with Fig. 3.11 we find that
SSB and baseband systems provide noise performance identical to the ideal, whereas DSB has a
worse performance because of its additional bandwidth requirements. Finally, FM systems, while
providing far greater noise immunity than amplitude modulation systems, only come close to the
ideal system near threshold.
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Figure 5.7: Noise performance of an ideal communication system.
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