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Abstract

Automatic facial feature detection is typically solved by
using manually segmented images to train a feature detector.
In this paper, we investigate whether it is possible to improve
the detection performance of such a feature detector by using
additional unsegmented images. We propose a new adap-
tive automatic facial feature segmentation algorithm which
aims to do this. The experimental results using this algo-
rithm demonstrate that it is possible to improve the detection
performance obtained from a small segmented training set
by using a larger number of additionalunsegmented images.

1. Introduction

The identification of facial features, such as eyes, mouth,
etc, is important in face recognition, and some of the other
facial image processing problems. One important task, fea-
ture detection, is identifying the position of a facial feature
in an image. The feature is then segmented by cutting out
from the input image the subimage bounding the feature.
In general feature segmentation will output the position and
size of the identified feature. In this paper we will deal with
the simplest type of segmentation where the feature is as-
sumed to be bounded by a fixed size rectangle: in this case
feature segmentation can be accomplished with a feature
detector.

There are two distinct methods of feature detection. One
method is to use hand-crafted algorithms, incorporating
prior knowledge about the geometry of the feature: for ex-
ample that an eye pupil is an exact circle. This can achieve
good results, but requires complete redesign for every new
type of feature to be recognized. The second method, image-
based detection, bases recognitionon a trainingset of typical
feature images. In this paper we will investigate a novel way
of improving image-based detection performance.

Automatic facial feature detectors which use image-
based detection have two phases: training and detection.
In the training phase, a number of images in which the fea-
ture has been segmented - the initial training set - are used to
train the feature detector. In the detection phase, the detector
is given an unsegmented image. It identifies the position of
the given feature in the unsegmented image.

In our work, we want to find a way of improving the
performance of a feature detector by using additional unseg-
mented images to supplement the initial (segmented) train-
ing set. Note that although the location of the desired feature
in this additional data is not known, it is known that each
unsegmented image contains the feature somewhere. The
unsegmented images provide extra information about the
desired feature, albeit of a much less reliable nature than
that in the initial training set. Unsegmented images (for
example from video cameras) are much cheaper to generate
than segmented images. In principle the unsegmented im-
age dataset could therefore be thousands of times larger than
the initial training set. Under these conditions, the ability to
make use of information from unsegmented data could be
very valuable.

Let us consider a simple way in which the unsegmented
images could be used to augment the initial training set.
First use the detector, trained with the initial training set, to
segment each of the unsegmented images. Then retrain the
detector with a new trainingset consisting of the initial train-
ing set and the newly segmented images. This bootstrapping
process is not straightforward. If the image segmentation
was incorrect, the extra training data will decrease the ac-
curacy of the detector. If the image segmentation is always
correct, a larger training dataset is not needed!

We assume that although the location of the feature in the
unsegmented images is not known, its spatial distribution is
the same as that in the initial training set. We can there-
fore use an analysis of the initial training set to determine
more and less likely positions of the feature. This assump-
tion is realistic when the unsegmented images are of aligned
faces, as is commonly the case. The algorithm we present
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Figure 1. (a) An example of the spatial distri-
bution of right and left eye features. The rect-
angular region shows the feature search window
for the left eye. (b) An example of DFFS map
over the feature search window.

assigns a weight to each new training image based on the
detection confidence of the image and its spatial location.
These weights will in general be smaller than the weight
given to the initial training set images. In this paper we
will demonstrate that by using spatial information in the de-
tection process, and weighting each training image with its
reliability, it is possible to obtain significantly better detec-
tion performance with the addition of unsegmented images
to the training data set than was possible from the initial
training set alone.

In our work we use eigenspace coding, derived from
Principal Component Analysis (PCA) technique by Turk
and Pentland [1]. This technique is briefly explained in
section 2. Section 3 below describes the basic automatic
feature detection method. Next, in section 4, we will look at
how the image weighting is derived. Section 5 describes the
adaptive feature segmentation algorithm. Sections 6, 7 and
8 give our methodology, experimental results & discussion
and conclusions respectively.

2. Eigenspace Coding

Eigenspace coding is derived from Principal Component
Analysis(PCA). PCA is a technique for mapping high di-
mensional data into a lower dimensional vector space. As-
sume that the size of training features isN �N pixels. The
training images can be considered as N2 dimensional vec-
tors. The number of training features is M . By using PCA
we obtain M eigenvectors. These eigenvectors are called
eigenfeatures. Then firstM

0

(M
0 �M ) eigenfeatures with

highest associated eigenvalues are used to represent each
training feature. The linear combination of these eigenfea-
tures represents the training feature. Hence, input features
are mapped into M

0

dimensional eigenspace. Turk and
Pentland give the details of this method in [1].

3. Automatic Facial Feature Detection

There are many approaches to the feature detection prob-
lem. Template matching, eigenspace coding [1] have been
used, as well as multilayer perceptrons [5] and edge-map
projection [6].

The technique of eigenspace coding is commonly used to
solve the feature detection problem. It has been shown that
eigenspace coding is a more powerful technique than tem-
plate matching [2], and can tolerate more distortions (e.g.
lighting, rotation and scale). The reconstruction error, also
called residual error [1], of principal component represen-
tation is a very good indicator for a feature detection. The
region in eigenspace which contains the cluster of training
features is called the feature space. In our work we use
residual error for feature detection and we call it Distance
From Feature Space(DFFS) as in [2].

An important pre-processing step in eigenspace coding is
to map all the possible pixels of a raw image into eigenspace.
In the feature detector this must be done separately for every
possible subimage of a raw image which might contain the
feature. For each possible pixel, we treat the pixel as the
center of a rectangular feature. We then calculate theDFFS

for each pixel. We call the resulting 2-D real-valued function
the DFFS map. We use the DFFS map to determine the best
possible feature.

A feature search window (i.e. rectangular region) is cho-
sen which contains all possible feature positions. In our
work we perform feature detection over the feature search
window instead of the whole face. This approach reduces
the computation time significantly. Figure 1(a) shows the
feature search window for the left eye. Figure 1(b) shows
an example of a DFFS map over a feature search window.

In order to detect the likelihood of a feature having a
given position within the feature search window, we use the
DFFS map values. The location of the global minimum of
the DFFS map determines the most likely position of the
feature, given no a priori spatial information.

3.1. Distance From Feature Space

As mentioned in the previous section Distance From Fea-
ture Space (DFFS) is the residual description error [1]. It
gives the error between the adjusted (a pre-processing step
explained below) input image and the reconstructed image
by the linear combination of eigenfeatures calculated by us-
ing the representation vector and eigenfeatures. DFFS is a
clear indication of how close the candidate image is to the
feature space of the training set. There are two distance
measures we can use for DFFS. These are Euclidian and
Mahalanobis distance[3], [4]. Detailed formulation of these
two distance measures is given below.

Let Γi be the i’th manually segmented training feature
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(i = 1; :::;M ) where M is the number of training images
and the Ψ is the mean feature (Ψ = 1

M

PM
i=1 Γi). ui (i =

1; :::;M
0

) is the i’th eigenfeature with i’th highest associated
eigenvalue, where M

0

is the number of eigenfeatures used
to represent the features. wi (i = 1; :::;M

0

) is the i’th
coefficient of the representation vector. The adjusted input

image is Φ = Γ � Ψ and Φf =
PM

0

i=1 wiui. Euclidian
distance between the feature and the face space (DFFS) is
defined by:

�2
e = k Φ� Φf k2

=
NX

j=1

(Φj �
M

0

X

i=1

wiuij)
2 (1)

N is the number of pixels in the training features. uij cor-
responds to the j’th pixel (j = 1; :::; N )of i’th eigenfeature.
DFFS using Mahalanobis distance is defined by:

�2
m =

NX

j=1

(Φj �
M

0

X

i=1

1p
�i
wiuij)

2 (2)

Here �i is the i’th highest eigenvalue which corresponds
to i’th eigenvector(eigenfeature).

4. Image Weighting

In the adaptive segmentation phase of the algorithm we
automatically segment each new image, and include the seg-
mented feature in the training set. It is necessary to assign
a weight to each new segmented image to indicate how reli-
able the segmentation is. We derive from the initial training
set two types of information which enable this weight to be
calculated. The first, from the feature spatial statistics of
the initial training set, gives the probability of the feature
being found in a given position. The second, from the DFFS
statistics of the initial training set, relates a given DFFS to
the probability that the image is the desired feature.

4.1. Feature Spatial Weighting

For the given initial training set we use x and y coor-
dinates of these features over feature search window. The
variance in each coordinate (�2

x and �2
x) is computed. The

covariance betweenx and y is very small, so we can use a di-
agonal covariance matrix and calculate a normal probability
distribution independently for each coordinate:

P (x) =
1p

(2�)�x
e�(x��x)

2=2�2
x (3)

�x is the mean in coordinate x. P (y) is computed simi-
larly.
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Figure 2. An example of spatial probability
distribution of initial training set over feature
search window.

Then, for each pixel (x; y) in feature search window the
spatial probability distribution is:

Ploc(x; y) = P (x)P (y) (4)

Figure 2 shows an example of spatial probabilitydistribu-
tion of the initial training set over the feature search window.
Note that the probability values are rescaled between 0 and
1.

4.2. DFFS Weighting

DFFS weighting is computed by estimating the probabil-
ity distributionof the distance measures (DFFS) of the initial
training set images. For each image in the initial training
set we compute the distance between feature space and the
image mapped to the eigenspace. We assume that distances
have a normal distribution and calculate the corresponding
means and variances ofPDFFS (�) for Euclidian and Maha-
lanobis distance measures. Note that the probability values
are rescaled between 0 and 1.

When we get a DFFS map over a feature search window,
for each location (x; y) we compute a probability density
PDFFS (�x;y), where �x;y is the DFFS value at location
(x; y).

5. Adaptive Feature Segmentation

In adaptive feature segmentation we want to have a fea-
ture detector which improves its performance in time by
adding new features into the training process in an unsuper-
vised manner. To achieve this we propose to add each new
feature segmented by the current detector into the training
set whenever we are given an unsegmented face image.

We assume that the initial training features are the best
features, because they are manually segmented. We assign
the highest weights (weighti = 1) to the features in the ini-
tial training set. The images automatically segmented by the
adaptive segmentation procedure are not necessarily correct.
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Figure 3. Block diagram of the adaptive automatic facial feature segmentation algorithm.

We assign every such image a weight (0 � weighti � 1)
depending on the statistics derived from the detection pro-
cess.

Given a trained feature detector, it is possible to compute
the spatial probability density over the feature search win-
dow and the DFFS probability of the initial training set as
explained in section 4. The two probability measures are
independent, so we multiply them to get a weight (propor-
tional to total probability) for each position in the search
window. Finally we locate the global maximum (highest
weight) over the feature search window. The corresponding
position is taken to be the segmented feature. The weight
value at this position gives some information about the reli-
ability of this segmentation. The probabilistic arguments in
section 4 give this some plausibility, however we make no
claim that this choice of weight value is optimal.

5.1. The Algorithm

Here is the complete algorithm:

� Training

1. Let Γi be the i’th segmented image in the initial train-
ing set. Each Γi is a rectangular image of the desired
feature. Let xi; yi be the x and y positions of this im-
age within the corresponding face image. The min-
imum and maximum values of xi; yi determine the
size of the feature search window. The parameters
of the spatial probability distribution P loc(x; y) over
feature search window is estimated from the samples
xi; yi. (Figure 2).

2. Apply PCA to initial training set to map each feature
into feature space. For each image Γi in the training
set calculate the distance from feature space �i. Es-
timate the probability distribution PDFFS (�) for the
set of distances.

3. Assign weight values of 1 to initial training set features
Γi.

4. Find the mean weighted feature:

(Ψ =
1

PM
i=1 weighti

MX

i=1

Γiweighti) (5)

Define the adjusted image by Φi = (Γi�Ψ)weighti.
Then apply PCA.

� Feature detection

5. Let I be a face image.

6. For each pixel with coordinates (x,y) in the feature
search window of I, calculate the DFFS value �x;y.
The location (xd; yd), which corresponds to the global
minimum of DFFS value over the feature search win-
dow, is the detected feature.

� Adaptive segmentation

7. For each pixel in the feature search window of I,
calculate:

weight(x; y) = PDFFS (�x;y)Ploc(x; y) (6)

Find the location (xs; ys) for which weight(xs; ys)
is a global maximum over the feature search window.
Let T be the feature at location (xs; ys) in I. Add
T; xs; ys to the training set with weight(xs; ys) for
adaptive retraining.

8. Go to step 4 to retrain the algorithm.

6. Methodology

In order to test the algorithm we used a database of 400
grey-scale face images from Olivetti Research Laboratory
[7]. These images have varied lighting, facial expressions
(open / closed eyes, smiling / not smiling) and facial details
(glasses / no glasses). All the images were taken against a
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Figure 4. Performance of the feature detector during the adaptation phase. (a) shows thecorrect
detection rate (%), where (b) gives the cumulative distance error, over the unsegmented test set.

dark homogeneous background with the subjects in an up-
right, frontal position (with tolerance for some side move-
ment). The size of each image is 92� 112 pixels, with 256
grey levels per pixel.

MATLAB and its image processing toolbox was used for
implementing the algorithms. The Olivetti database was
enhanced by manually segmenting the left eye feature of
these face images. The size of the left eye feature was fixed
to be 21� 25. Figure 5(a) shows examples of some of the
manually segmented features.

In our experiments we use three disjoint sets of images
from the Olivetti database. A set of 30 database images is
used to generate the initial training set of left eye features.
From each image the 21 � 25 subimage corresponding to
the left eye is extracted as determined by the manual seg-
mentation xi, yi. A set of 70 face images without manual
segmentation is used as the input set. Features segmented
automatically from the input set are used to adaptively im-
prove the detection performance of the feature detector. Fi-
nally a set of 40 unsegmented face images is used as a test
set.

Two performance measures are used in our experiments
to estimate the performance of the face detector. The correct
detection rate is the fraction of test set images correctly de-
tected to within a tolerance of 5 pixels (Euclidean distance).
The cumulative distance error is the sum of individual de-
tection errors (i.e Euclidian distances) in the test set.

7. Results and Discussion

The adaptive segmentation algorithm was tested by the
following experiments.

In the first experiment the automatic feature detector is
initially trained using the initial training set. It is used
to segment a single image from the unsegmented image
set. This results in a new segmented image, and a weight.
The new image is added to the training set, with the given

weight. The feature detector is then retrained using the
new training set, and the process repeated. We measure the
performance of the feature detector each time we include a
new image in the training set. The correct detection rate (%)
and cumulative distance error is calculated for the current
detection of the test set.

In the second experiment the same data is used, however
DFFS is computed with Mahalanobis distance instead of
Euclidean distance.

The results of the experiments are shown in Figure 4(a)
and (b). In Figure 4(a) the correct detection performance
increases as new automatically segmented images are added
to the training set. It can be observed that Mahalanobis
distance is performing better than compared to Euclidian
distance. Figure 4(b) shows a similar improvement in the
performance measured by the decrease in the cumulative
distance error measure.

In both cases, the results suggest that the adaptive method
performs better than nonadaptive method. Figure 5(b) and
(c) gives typical correct detections through the adaptive pro-
cess versus corresponding miss-detection using the initial
non-adaptive detector.

The experimental results demonstrate that the detection
performance of the feature detector can be increased by us-
ing an adaptive segmentation algorithm. For example, when
Mahalanobis distance is used, the feature detector trained
with only the initial training set has a correct detection rate
of %35. After 70 additions of segmented features the correct
detection rate increases to %57.5. We measured the change
in performance for each additionof a segmented image. You
can see that some images decrease the performance. This is
expected, because segmentation will not always be correct,
and in any case the finite size of the test set makes perfor-
mance evaluation noisy. However the overall performance
clearly increases in time.
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 (a) (b) (c)

Figure 5. (a) Examples of feature training templates used and, (b) correct detections through the
adaptive phase versus (c) typical miss-detections by non-adaptive feature detector.

8. Conclusions

In this paper a novel adaptive facial feature segmenta-
tion algorithm, which uses automatic segmentation of un-
segmented data to augment an initial, manually segmented,
training set, has been presented. The algorithm assigns a
weight to each training image which represents its relia-
bility. Our experimental results using this algorithm have
demonstrated that it is possible to improve significantly the
performance of a facial feature detector, measured in two dif-
ferent ways, by using unsegmented data. We also observed
that Mahalanobis distance performs better than Euclidian
distance when we use eigenspace coding to perform feature
detection.

This novel approach to feature segmentation raises some
interesting questions. In principle statistically significant
features within an image could be detected by some kind of
unsupervised clustering algorithm which required no seg-
mented data. This approach is not usually successful be-
cause the lack of segmentation makes the data very noisy.
One way of visualizing this is to view a single unsegmented
image as a set of n segmented images, one for each possible
distinct segmentation. Exactly 1 of these is correctly seg-
mented and gives an example of the correct feature, n�1 of
these contain noise. In theory, if the noise is uncorrelated,
it should be possible to reduce arbitrarily the contribution
which this noise makes by having a large enough number
of images. However in practice the number required is so
large that a small amount of segmented data contains more
information than any feasible number of unsegmented im-
ages. In our algorithm the noise is filtered by a combination
of spatial information and a crude feature detector based on
a small initial training set - this makes the unsegmented data
relatively more useful.

These initial experiments have given promising results,
on a small database. However more work is needed to
determine whether the algorithm will have monotonically

increasing performance when the number of unsegmented
training data images is much larger than the initial training
set. If this were so, it would allow accurate feature detec-
tors to be constructed from small training databases of seg-
mented data and very large databases of unsegmented data.
The increasing ease with which large quantities of video
data can be stored and manipulated makes the prospects for
applications in this area particularly exciting.
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