DIGITAL SYSTEM DESIGN 10.1

§10- MEMORY INTERFACING

10.1 Introduction

Figure 8.1 shows a summary of the main characteristics of different types of memories.
These are:

? SDRAM - SynchronousDynamic RAM

? DRAM - DynamicRAM

? SRAM - StaticRAM

? EEPROM/FlashRAM - Electrically eraseable PROM/ Flash RAM

In this part of the course, we will examine briefly the internal organisation of memory
devices, interfacing to static RAM, dynamic RAM etc., how to read timing diagrams,
the many different modes of dynamic RAM (and why they are useful), and interfacing
memory to MiCroprocessors.

characteristic SDRAM DRAM SRAM Flash RAM
Trans per cell 15 15 4-6 1
Relativesize 15 15 4-6 1-15
Density 256M 64M 16M 64M
Overhead Refresh refresh none Block erase
Volatile yes yes yes no
Dataretention 64ms 64ms ? 10 yrs
In-system alterable yes yes yes yes
no of reprogram ? ? ? >100,000
Typica write speed 7-35ns | 30-90ns 7-10ns 6s (32KW)
Typica readtime(ns) | 7—35ns | 30-90ns 7-10ns 80—110ns

Figure 10.1 Characteristics of memory types

10.2 Static RAM

The basic per-bit static RAM cells (CMOS) is shown in figure 10.2. It consists of 6
transistors connected as cross-coupled inverters (forming a bistable circuit). The word

line is active when the cell is accessed. The cell drives a complimentary pair of bit

lines. The advantages of using two bit lines are to reduce noise (any common-mode

noise are regjected) and to make the write operation easier.
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Figure 10.2 A CMOS static RAM cell

Memory cellsin al devices are arranged as square array to save space and to minimize
the address decoding circuits. The internal organisation of a 4K static RAM device is
shown in figure 10.3.
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Figure 10.3 Block Diagram of a 4k static RAM



DIGITAL SYSTEM DESIGN 10.3 DIGITAL SYSTEM DESIGN 8.4

10.2.1 Static Memory Signals 10.2.2 Static Memory Timing Diagrams

Timing diagrams specify the minimum required and maximum expected timing for a
system to function properly. Two sets of timing symbols are shown in figure 10.5 & 10.8.
The first is the JEDEC standard symbols which is more meaningful. The second is
older but is still commonly used.

In order to design with static RAM devices, you must be able to interpret the timing
diagram for read and write cycles which are specified on data sheets. In a memory
system, there will be signals flowing bewteen the processor and the memory devices.
The signals from the processor to the memory are:

Daer&sses - Indicating the memorylocations.selected. ' A timing diagram for a basic read cycle during which the processor reads out
Owriteenable - chogses bewteen read or write mode, aso forces the write information stored in a static RAM is shown in figure 8.4. The read cycle operation
) operation. ) o o consists of:

Ochip select(s) - select one of many possible memory chipsin a system. This signa 1. System selectsthe RAM by turning the chip enable on (E low)

is usualy supplied by the address decoder circuit. If chip select is 2. System sets the correct addresses (A sf)

OFF the memory is deselected. 3. System turns the output enable on (G low)
Doutput enable - used to control the outpuit buffer. 4, System must make sure that the time that old data from ohter sources on the data
Odata input - data to be written to memory.

bus must disappear within the minimum of tg ox Or tg ox-

_ 5. System must wait a minimum time of tya, tac, OF tog in order to be sure that
In contrast, the only data from memory to the processor is the output data. For correct data is read.

memory devices with wide datapath (e.g. byte-wide memory), input and output data

. X | , READ CYCLE
signas are usually common. Figure 10.4 shows the block diagram of Motorola's 64Kx1 Symbat
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Figure 10.4 Cypress 256K x 4 Fast Satic RAM
Figure 10.5 Typical Read cycle timing diagram for static RAM
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A simplewrite cycle consists of:

1. System sets correct addresses (A set)

2. System selectsthe RAM by turning the chip enable on (E low)

3. System waits a minimum required amount of time after changing addresses for
RAM to perform internal 'set up' of addresses tayy , then turns the write enable
on (W low)

4. System waits for a minimum of ty, o7 after the write enable signal to make sure
that the RAM output driver is disabled.

5. System output new data on busfor at least tpy\y before write enable is take high

6. The write enable pulse width must be a minimum of ty, \yy t0 ensure correct
writing to RAM.

Figure 10.6 shows atypical timing diagram for awrite cycle.

WRITE CYCLE

Pasamater Symbol - Unit
Standard] Alternate] Min | Max | Min | Max | Min | Max
Wiita Cycle Timo tAVAV we 25 — 30 — 35 — s
Address Setup Time TAVWL 1AS ] — ] — 0 - ns
Addrass Valid to End of Wiits IAVWH aw 20 — 25 — 30 — ns
Write Pulse Width TWLWH we 20 — 25 — 30 — ns
Data Valid to End of Wiite {DVWH tDw 10 — 12 -- 15 — ns
Dats Hold Tima IWHDX ‘DH [ — 0 — 0 — ns
Wirite Low 10 Output High-Z WwLO2 wz [:] 10 0 12 0 15 ns
write High 10 Qutput Active TWHOX ‘ow 5 — 8 — 10 — ns
Wirite Recovory Timo WHAX | ‘Wi 0 0 0 ns
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Figure 10.6 Typical Write Cycle Timing
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10.2.3 Memory Organisation

Memory can be organised in various ways: bit-wide, nibble-wide, byte-wide, 16/18-bit
or 32/36 bit wide. Figure 10.7 shows the selection table from the current Micron fast
CMOS SRAM data book. To ensure that memory chips from different manufacturers
are interchangesble, the Electronic Industry Association (EIA) publishes a JEDEC
standard on pinout for different types of memories (SRAM, DRAM, SDRAM etc.).

[T — Fiow- | Pipulnad | Pipened | D o
Duensity | Cosfigantion | Pat Mumbsr Theough™ sCcon ocon Ris Volage | Packaga™ Fiis
bl K x 18 BTEALALLIA F P [+-] Feans bk T L]
32K % 3336 | MTESELIHIL36 = P -] Koni i T L]
L) 128K & 18 MTSEL1ZELTE F P +] =TT 3.3V TorF W
MTHELTIEYTE ; F +] Mone 0 Torf Lo
M TRELGL 326 f P [+] Mong 3.3 Torf Lo
BATOEL G A2 I " +] Mone m Torf Lo
Al GK 18 RATRAL 2 1 I P +] 1 2.3y Torl 00N
Ak x 18 MTESELZEEN 1S F P ] i BN TerF i0nAes
13K « 3136 | MTEEL1IBLIZES F P o 1 3y ToeF 101es
128K » 3336 | MTEELI1IBNIR3E F P -] 1 ZEV TorF 100r1EE
BMiIn S12K % 18 MTEELS1ILIE F P -] Moni 33V T.8,arF 100r1EE
S1I2K & 1B BTEALG1ZVIE F P -] Foni Z. 5N T B.arF 100r1Es
INGE x FHA6E | MTEIL2BEL 3206 I F ] Fone 3.3V T 5.arF 10075
INGE wIRAG | MTHEL2ME 208 I F o Mone . T & arf plvle
16N | 1 Meg 16 MTEAL1MY1E F P %] Fecing TurF MES
f Mlagg = 18 BATSHL T MY 18 F P +] Mane TorF MES
S12K % ZH3E | MTEELE12YIREE F P =] Mong TorF 10071EE
512K ® 3136 | MTEELE1IVIREE F P o Mang TorF 10071EE

17

Figure 10.7 Part Listing of Motorola current FAST SRAM selection table
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10.3 Design Example 1: Address Decoding
Consider the problem of implementing the following memory map for an 8-bit
microprocessor based system (Figure 10.9).

Memory Map
FFFF
U4 - 16K x 8 EPROM
C000 X I/O Addresses
BFFF 1 U3 - 16K x 8 EPROM
8000 ACIA_2 7C54,7C55
/O Space PTM 7C18-7C1F
ACIA_1 7C14,7C15
3FFF 1 U2 - 8K x 8 SRAM
2000 PIA 7C10-7C13
1FFF
o000 | U1 -8Kx8SRAM

Figure 10.9 6Smple System Memory Map

A decoder circuit is needed to generate the necessary chip select signas to the memory
devices and peripheral chips. For example, the chip select for U4 has to generate the
signal: CS Ul = / (JA15*/A14*/A13). (Note that al chip select signals are low
active.) Since the peripheral circuits occupies small blocks of the memory space,
decoding their select signals take more address lines. For the PIA, for example, we
need to decode 14 of the 16 address lines. (Only A0 and Al are don't cares.) To fully
decode the addresses, the best option isto use a PLD. For example, the FPLA 825103
has 16 inputs and 9 macrocells (i.e. 9 outputs). It could therefore decode any addresses
needed. Alternatively, two level of decoding could be used as shown in figure 8.10.
Here two EPLDs are used, the first decodes the upper address bits for the memory
chips, and the second decodes the low address bits for the I/0O map.
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Figure 10.10 EPLD Decoders

The EPLD decoder could be made to work faster if we gate the outputs from the two
EPLD using aNAND gate. (See figure 10.11).
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Figure 10.11 EPLD Decoders - With gating
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10.5 Design Example 3: 68000 Memory I nterfacing

Let us next consider memory interface for the 68000 processor. Figure 10.19 shows a

(simple) memory interface circuit.

DTACK >1
Asﬁlzk
RIW
[1 K
LDS N g | 8Kx8
& RAM
RwW (lower)
uDSs 2 oF
. cs
6 1
8000 A22:13 10 Address K~ 120 A12:0
. |7 Decoder E v D7:0
A22:0 =23 13 8Kx8
L N R/W RAM
(upper)
D7:0 8 OE
16 A12:0 cs
: : 13
D150 A12:0
D8:15 8 D7:0

Figure 10.19 68000 Memory Interface Circuit

Note the following:

O
O

68000 has 23 bit address bus and 16-bit data bus.

The address bus is supported by the Address Strobe (AS) signal which goes
active after the address becomes valid.

Byte addressing and word addressing are both supported. The Lower/Upper Data
Strobe signals (LDS, UDS) are used to indicate which whether lower/upper
bytes, or both, are transferred. The meaning of LDS and UDS signals are
described by the following table:
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0 68000 uses a handshake bus. This means that every bus transaction must be
acknowledged. The DTACK input must be strobed low by the extermal circuit to
indicate that the memory access has been completed successfully. (See later.)

8.5.1 68000 Memory Access Timing Diagram
Memory access for the 68000 is best explained using a timing diagram as shown below
(figure 10.20).

One Read Cycle One Write Cycle

S0 sS1 S2 S3| sS4 S5|S6 S7| S0 sS1 S2 S3| S4 S5| s6 S7

TR NV W N VO U O

A22:0 73—4 Valid Address| ]
N \

W‘LD_SJ >t V/ —> \ 7
- Mk N

o \J { pa from R / \ \).(/

alid Addre:

1

e

N

¥

o

Figure 10.20 Read/Write Timing Diagram for 68000 (Simplified)

0 DTACK issampled on the falling edge of S4. If itis low, the processor proceeds
to Sb. If it is high, the processor insert a wait state lasting for one clock period. If
DTACK is low on the faling edge of the wait state, it moves to S5, else yet
another wait state is inserted.

0  For the read cycle, data is read into the processor on the falling edge of S6.

ubs LDS Operation D15:8 D7:0
Negated Negated No Op Invalid Invalid
Negated Asserted Write lower byte Invalid lower byte data
Asserted Negated Write upper byte upper byte data Invalid
Asserted Asserted Write word upper bytedata | lower byte data

Assuming that no wait state is inserted, the 68000 takes 4 clock cycles (8 states)
to complete a memory transaction.

Note that the timing for a write cycle is different from that for the read cycle.
During aread cycle, UDS and LDS are asserted at the same time as AS. During a
write cycle, UDS and LDS comes almost a cycle |ater.



DIGITAL SYSTEM DESIGN 1011

10.5.2 Memory Access Protocol Flowcharts

An dternative way (to timing diagram) of describing the bus transaction during
memory access is to use a Protocol flowchart. Figure 10.21 shows the flowchart for a
read cycle. Figure 10.22 shows that for awrite cycle.

Bus Master Bus Slave

68000 Address Memory

* Set R/W to read
* Put address on A22:0

* Assert address strobe AS
* Assert data strobe UDS and LDS Output Data
P * Decode address

* Put data on D15:0
* Assert DTACK

-

* Latch data
* Negate UDS and LDS -
* Negate AS | Terminate Read Cycle

Next Cycle | d—

Figure 10.21 Protocol flowchart for a 68000 read cycle

* Remove data from D15:0

~ * Negate DTACK

Bus Master Bus Slave

68000 Address Memory

* Put address on A22:0

* Assert address strobe AS

* Set R/W to write

* Put data on D15:0

* Assert data strobe UDS and LDS

|

Input Data

* Decode address
* Take data from D15:0
* Assert DTACK

Terminate Write Cycle |

* Negate UDS and LDS
* Negate AS
* Remove data on D15:0

* Set RAW to read \ Terminate Cycle
Next Cycle | d—

Figure 10.22 Protocol flowchart for a 68000 write cycle

* Negate DTACK
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The advantage of such flowcharts are that they define the sequence of event precisely.
The disadvantage is that some timing information if omitted. For example, no where
doesit indicate that DTACK is sampled on the falling edge of $4.

Bus master is the device that drives the address and control busses. In this casg, it is
the 68000 processor.

10.5.3 68000 Memory Read Timing Requirements

One Read Cycle

teye
SO S1 S2 S3 S4 S5 S6 S7 SO

ST A S R N B L

Address ‘_ Valid Address

[tcray]
tcHs

AS
UDS, LDS

tdec

Cs

/7
DTACK \ /7

Data Valid data
tcLz
| ItDICL tsHDI
I tan 1
Parameter Symbol Minimum | Maximum

Clock period teye 125 250
Clock low to address valid toay - 70
Clock highto AS, DSlow teng 0 60
Datain to clock low setup time toicL 15 -
DS high to datainvalid (data hold-time) tep 0 -

Figure 10.23 Detail Timing Diagram for a 8 MHz 68000 read cycle

Let us next consider the timing requirement imposed by this diagram on memory chips
used. The important parameters are:
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M eaning Symbol 68000 Equivalent Reg. on mem.
Address access time tan 3teye - toay - ool <290
Chip deselect to output float teny tsip >0

It can be seen that for 8MHz 68000, the demand on memory access time is easily met.
If very sow memory (such as EPROMs) are used, then wait states can easily be
inserted by delaying the generation of DTACK. (Wewill consider such circuit later.)

8.5.4 68000 Memory Write Timing Requirements

One Write Cycle
teye
SO S1 | S2 S3 sS4 S5 s6  s7 S0
cLk \ [ J L
Address E Address Valid F—
tavsL tshaz |
AS 4/7 tsu !
tsLw)
UDS, LDS
(CS to mem) }ﬂ
WE to memory \
(R/W gated with AS) -ty 4 e teHpAH
DTACK \ ji
Data - { Data Valid
}7
toosL tsHpol
Parameter Symbol Minimum | Maximum
Clock period teye 80 250
Addressvalid to AS low tavg 0 -
ASwidth low tg 160 -
DS width low (write cycle) tg 80 -
AS, DS high, to address valid tgar 10 -
Addressvalid to R/W low tavRL 0 -
ASlow to R/W vdid tasry - 20
Data out valid to DS low (write) thog 15 -
DS high to data out invalid tsupol 15 -
DTACK setup time taAg 20 -
AS, DShighto DTACK tsHpAH 0 150

Figure 10.24 Detail Timing Diagram for a 12 MHz 68000 write cycle
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The write cycle timing is more complicated. Here is a extraction of the more important
timing specifications for a 12 MHz 68000 (faster than that for the last table).

To see whether a memory device meets the writing timing requirement of the 68000,
we need to consider a number of requirements:-

Meaning Symbol 68000 Equivalent | Requirement
Write cycletime twe tavg tlg +igiaz
Address setup time tag tavel
Address valid to end of write taw tavg 1y
Write pulse width twp ty - tasry
Data setup time thw thog tig
Data hold time ton tsipal

Again you can see that the static memory chip we considered in section 10.2.2 will meet

all the requirements comfortably.

10.5.5 Wait State I nsertion and Bus Error Circuits

CTR3
w0 | wait states —
1 1 0 2C1/2,3+
10 1 wo —{q
0 1 2 wl — 2] 1D
0O o0 3 1 —4 1
CT| 2
-M2 4
CS_RAM | 1 G3

RAM Wait-state
Generator

1 — 4

’_& M2
G3

CS_ROM | 1

CTR3
2C1/2,3+

wo —{1
W172:| 1D

1
CT|j2
4

ROM Wait-state

Generator

M1
0— 1D

CTR8
1+

CT=255

BERR Timeout
Generator

1

DTACK

68000

BERR

AS

Figure 10.25 Wait state and Bus Error Generation Circuit
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The circuit works like this:

?  While chip select is not asserted, preload occurs on every rising clock edge and
DTACK remains high. As soon as chip select is asserted, depending on the value
of wl:w0, CT4 will eventually goes low, generating the acknowledge signal to
DTACK. For example if wl:wO = 11, then the counter output bit2 will go low on
the next rising edge of clock and O wait-state will be generated. However if
w1:w0=10, then the counter will count an extra clock pulse before producing the
DTACK signal.

?  While ASis not asserted, CTR8 is preloaded with 0. Whenever AS is asserted
(low), CTR8 will start counting. If it counts up to 255 and AS remains low
(meaning that it has taken 255 clock cycle to read or write!), a bus error BERR
signa will be generated.
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10.6 Dynamic RAM

10.6.1 Dynamic RAM cellsand structure
Dynamic RAM cells has only one transistor and one parasitic capacitor:

Word Line

1
—
<
Dout
Vdd/2 —

Bit line Figure 10.26 DRAM cell
The parasitic capacitor stores either a'0' or a'1' depending on the charge stored on it.
This capacitor is extremely small in value, typically 32-125 x 1015 Farad!
Since charge leaks away, all dynamic RAM cells need to be refreshed regularly. We
will consider dynamic RAM refreshing later.

The internal structure of a DRAM chip is quite similar to that of SRAM. The memory
cells are organised as a 2-D array, again with rows and columns. An entire row of cells
is addressed. All cells on that row put its value on the bit line (column). At the same
time, the sense amplifier is switch ON and all the cells in the row is refreshed. One of
the column is then selected and routed to the output pin.

Since the column address is not needed after the sense amplifier has settled, DRAM
addresses are always multiplexed - address pins are used for both row address and
column address. This has two effects, it saves on number of pins, and it alow fancy
ways of access the memory cells. Figure 10.27 shows a simplified block diagram of a
1Mbit DRAM chip. Currently 4M, 16M and 64M DRAM are commonly used.
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Figure 10.27 MCM511000 1Mbit DRAM block diagram

Figure 10.28 shows a simplified timing diagram for aDRAM read cycle.

RAS*

CAS*

Address

W*

Data out
from memory

tac {one read access cycle)

—— >y
———t e ——w

m_¥_

Figure 10.28 Smplified read cycle timing diagram for a DRAM
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GEHERATDA ﬁ Vee
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10.6.2 Dyamic RAM Timing

The following sequence of events occurs (timing information is for the above chip with
70ns access):-

A.

RAS goes low. The row address is latched internally and decoded. Row address
setup time ty g = 0, row address hold time tgay = 10 ns.

CAS goes low between trepminy = 20 NS and trepmaxy = 50 ns after RAS.
Column address setup time tygc = 0, column address hold time tcay = 15 ns.
Thewrite signal W and the input data (if W islow) are aso read in.

B/C. Data output. If W is high, the output data appears tgac = 70 ns after RAS or

teac = 20 ns after CAS whichever islater.

CAS removal. When CAS is taken high, the output data will disappear within
tcac=20ns.

RAS removal. RAS can be taken high tgs=50 ns &fter it has gone low (min RAS
pulse width). It must stay high for at least tgc = 130ns to give time for internal
circuitries to recover.

Detail timing for DRAM is complex. We shall consider them abit at atime.

1. Addresstiming

Meaning Symbol | Value (ns)

Row-to-column strobe lead-time teeD 20-30
Row address setup time ta Omin
Row address hold time traH 10min
Column address setup time tase Omin
Column address hold time tean 15min

” trcD »

< !

I |

RAS* llgl | }

I 1

Il |

Il 1

n :

CAS* | {

Hﬁﬁ_’: ‘“M. tasc | toan

! il I i
Figure 10.29 Address Timing Details
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2. Data Timing
’ |

|
RAS* il

|

CAS* \

|
|
{ |
|
1

———>

72?_________

—

|
{
|

4

: trco | teac 7{; i
Data out ; -\lr Data valid 1 )5—_
(dou) I I I
h trac & I torr
M eaning Symbol | Value (ns)
Row-to-column strobe lead-time trep 20- 50
Access time from column address strobe teac 20 max
Access time from row address strobe trac 70 max
Output buffer turn-off time tore 0-20
3. RAS and CAS Timing
e th ,
X g
: ! tras trp |
i b
| .
RAS* El ) Kl
He tosn d N |
: ! thoo tRsH : E terp i
I | |
i I i I
T ! |
CAS* | \-L IZi {
[ . .
| o
i ! |

M eaning Symbol Value (ns)
Random access cycletime tre 130min
Row address strobe pulse width tras 70 - 10,000
Row address strobe precharge time tep 50 min
CASholdtime tegy 70min
Row-to-column strobe lead-time trep 20-50
RAS hold time trey 20min
Column address strobe pulse width tcas 20 - 10,000
Column-to-row strobe precharge time tcrp -5min
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10.6.3 Design Example 4: DRAM Interface with 68000

In addition to address decoding, DRAM interface requires two addition circuits for:

a) Row-column address multiplexing

b) Memory refresh
Figure 8.32 shows a simplified diagram for a 68000 DRAM interface circuit. We are
assuming here that 1M x 1 DRAM chips are used. We need 16 chips organised as two
banks of eight.

0 Wewill first consider () and its associated control signal generation.
The first multiplex selects either the row or the column address to be sent to the
DRAM. It is advantageous to use upper bits for row address and lower bits for
column address (reason will be clear later).

0 The second multiplexer selects whether a normal memory access is made, or
whether it is a memory refresh operation. (We will consider refresh later.)

0 The address decoder provide the DRAMSEL signal which would be to generate
RASand CASsignals.

O The Timing Control circuit is the heart of the DRAM controller. It has to provide
all the relevant signals to the banks of DRAM and the MUXs.

D15:0
MuUX1 row-col
address Normal-refresh
mux MUX2 mux
A22:0 4> 0
o AD9:O’
G1 1 0
y G1
Row
Address refresh
Decoder address
counter
68000 HROWMUX
RFHINC
As o HRFH
iming
WR
ubs Control >
LDS CASL
CASU
R/W RAS
DTACK
DTACK A
) 1M x 16 DRAM

Figure 10.32 Overall Sructure of a 68000 DRAM Interface Circuit
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The signals to be generated need to obey the following timing requirements:-

a220 X \
F
— 68000

AS
CS From address decoder
Mux Address
AD9:0 X row address A19:10 X column address  A9:0 X to DRAM
e
tasr tRAH tre
- ):\_
|
tre ‘
HROWMUX \ /
CASU,CASL \—/
trac |
1
D15:0 trRcD | teac,
T 1
DTACK

-/

Figure 10.33 Essential DRAM timing for 68000 interface

The few important timing parameters are:-

« row address setup, hold times and column address setup time: tagg, tr Al tasc
« read cycle time and row address precharge time: tyc, tgp

o data valid time after row and col address strobes: tg oc, tcac

e row-to-column strobe delay: tycp

The timing requirements imposed by a 1Mbit DRAM is given on pages 91, 92.

The above timing diagram suggests that the RAS, HROWMUX and CAS signals are
essentially delayed versions of the CS signal. It suggests immediately that a shift

register might be used to generate most of the signals.

Ignoring memory refresh circuits, the following circuit will provide all the necessary
signals (figure 10.34). We are assuming 70ns IMbyte RAMs are used.
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Refresh HRFH=0
Logic
RFHRAS - -
z RA:
CLKx 2 NRMRAS S
SR4
cs RV HROWMUX
0 =
P & CASL
LDS
ubs
DTACK
Figure 10.34 Timing Control Circuit for DRAM interface
The timing diagram for this circuit is (figure 10.35):
o __________OneReadCycle ____________ 1
S7 3 SO S1 S2 83 84 W W S5 S6 S7! SO

CLK

CLK x 2

CAS

DTACK

Data

trp i 3 3 (
— Yy
. t
v Y
| tRAC=70(max) | tDICL>=15ns |

Data from DRAI

tcAc =20 (max)

Figure 10.35 Timing Diagram for the DRAM Interface Circuit
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If the wait-state is not required, it can easily be eliminated if the HROWMUX signal
is also used to drive DTACK. Then the falling edge of S4 will sample a low DTACK,

thus generating 0 wait state.

10.6.4 Dynamic Memory Refiesh

All dynamic memory need refreshing. A refresh is effect by accessing every row
within the memory chip. All rows within the chip must be accessed during a fixed
duration. For IMbit DRAM, this refresh period is 8 ms.

The 1Mbit DRAM contains 1024 row x 1024 column. However, the memory matrix is
actually organised as two blocks of 512 rows each. Each time a refresh cycle is
initiated, two rows (one from each block) of cells are refreshed together. In other
word, every refresh cycle will refresh 2048 column locations.

The following table shows the frequency of refresh, number of refresh cycles as a
function of memory capacity:

Capacity Refresh period (ms) Refresh Cycles
256K 4 256
IM 8 512
4aM 16 1024
16M 32-64 1024 - 2048

Therefore, on average one refresh cycle is need every 15.6 us disregard which
memory chip is used. Refresh can be performed in either a single burst of 512
consecutive refresh cycles (for 1M chips) every 8 milliseconds, or distributed over
time with one every 15.6 us, or somewhere in between. Each refresh cycle takes a
minimum of tgc (read cycle time) to complete. This is (typically) 130 ns minimum for

a IM DRAM. Therefore refreshing use up no more than 1% of processing time.

DRAM chips provide three possible refresh method:
1. RAS only refresh
2. CAS before RAS refresh
3. Hidden refresh

RAS only refresh (Figure 10.36)
o This is performed by supplying row addresses A8:0 and completing a RAS cycle

(tr)-
e RAS must be asserted for a minimum duration of tg,g, and negated for at least

trp-
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e A9 is ignored during RAS only refresh (because A9 is usually used to select
which block to address. During refresh, both blocks are accessed together.)

o CAS must be held high during the entire refresh cycle.

e An external row counter (9-bits) must be used to supply the row address.

| tre |
RAS | trAS |

‘ ‘ trP
—

CAS =1

O rowatme A X rowestemee s LD

Figure 10.36 RAS only refresh timing

CAS before RAS refresh (Figure 10.37)
o This reverses the order of CAS and RAS signals: CAS is asserted before RAS.
o This activate an internal row counter to generate the refresh row address. External

address on the bus is ignored during this cycle.

| tre |
‘ trRP !
: tRas e
- [ 1
RAS / tcsr ) m
C
HR
CAS
Data Out

Figure 10.37 CAS before RAS refresh

Hidden Refresh (Figure 3.38)

o Hidden refresh is initiated with a normal memory access cycle.

o At the end of the cycle, CAS is held asserted (instead of returning to high) while
RAS is return high to complete the cycle.

e When RAS goes low again, an internal hidden refresh is performed. The refresh
row counter is used to address a row.

o While refresh is taking place, the valid data is held on the bus for the processor to
read. This is particular valuable since most modern processors run faster than
DRAMs, data is often needed for longer than one cycle.
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' Memory ! Refresh w Refresh |

RAS i Cycle | Cycle i Cycle i

CAS ! } CAS heldilow |
Data out : Valid dj;iata out held during inteli'nal refresh >%

Figure 10.38 Hidden Refresh
10.6.5 Design Example5: DRAM Refresh with 68000

Let us consider the circuit needed to refresh DRAM on a 68000 system using the
normal RAS only refresh. In order not to hold up the processor for long durations, we
will carry out 512 refresh cycles in bursts of 8 cycles. Therefore we need to perform
64 bursts in 8 ms. The refresh clock is therefore 8KHz.

During refresh, the microprocessor must be prevented from accessing memory. This
is achieved by using the bus arbitration signals: bus request (BR), bus-grant (BG) and
bus grant acknowledge (BGACK). The way these arbitration signal work is depicted
in figure 10.39 & 10.40. The DRAM refresh circuit asserts BR. After the processor
finishes its current cycle, it floats the bus and surrenders it to the DRAM control
circuit. It indicates this by asserting the BG signal. DRAM refresh circuit then asserts
BGACK signal while it is controlling the bus. When it relinquishes control of the bus
back to the 68000, BGACK is negated.

4—— Busrequest BR

- Busgrant BG

68000

<4 Bus grant acknowledge BGACK
*;4_>
%;»
16
Figure 10.39 Bus arbitration signals for 68000

Data and address busses
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Refreshing

To processor

From processor

K’/

To processor J
*

Bus release by P  Bus acquired
68000 by 68000

Figure 10.40 Bus arbitration timing for 68000

The block diagram for the refresh circuit is shown in figure 10.41. The refresh counter
provides two addresses: a 3-bit address to cycle through the burst of 8 row addresses,
and a 6-bit address giving the burst number. Together they make the 9-bit row address
needed for freshing. Before designing the actual circuit, we must first draw the timing
diagram (figure 10.42):

8KHz

Refresh

Clock ) a?
BG—————— | Refresh ———% RFHRAS

Timing
—p» ) Control p HRFH

f » BGACK

BURST_END

System Clock / 4 —

[ Address
Eggr?sz — within burst

Counter Burst

—— Address

Figure 10.41 Block diagram of the DRAM refiresh circuit
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8KHz
RFH CLK

‘BR

to 68000
‘BG

from 68000

BGACK

o 68000 x fy
HRFH Normal ‘} [ }

(to MUX) ! Refresh
2MHz
CLK/4 L LT L u‘ u‘ [ !
RFHRAS 0 1 2 6 7
I - T I
Address within burst : : ffffff | :
A3:1 | o Aol 2 el 7k o
Burs;gc:ifress ‘ N Net
Figure 10.41 DRAM 8 cycle Burst Refreshing Timing Diagram
1—1D -
8KHz C1 BR
Clock
r R
® HRFH
>1
= 1D
BG L
—FC1

R
CLK/4 ER & RFHRAS
=2MHz L]

BURST_END ‘ BGACK

CTR4 Row Address

R 124 3 within burst
8—e
+
CTR6
6 Row burst
address

O+

Figure 10.43 DRAM Refresh Control Circuit for 68000
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Figure 10.43 shows an implementation of the refresh control circuit. Notes the

following features:

o The positive edge of the 8 KHz refresh clock initiates the refresh burst sequence.
This generates a bus request (BR) to the 68000 by setting the first D flip-flop.

o The second D flip-flop is set when the bus grant (BG) is returned by the 68000. It
also resets the first flip-flop.

o The HRFH signal is gated with the inverted 2 MHz clock signal. Note that the
refresh clock control should be 1/4 of system clock. (Each basic read cycle takes 4
system clock cycles.)

e The BGACK signal is simply the inverted version of HRFH. It is used to enable
the 9 bit row address counter.

e The row address counter is organised as two cascaded ripple clock counters. The
first provides the address within a burst (3-bit). The second generates the

remaining 6 bit address.

This circuit is efficient in that it takes very few gates to implement. However, the
same problem could be solved using a finite state machine. Although this would likely

be a larger circuit, the design methodology is well defined.
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10.7 Synchronous DRAM

Asynchronous DRAM speed has not really increased much over years. See diagram
below:

70

PIPELINE BURST EDO
60,

50 BURST EDO

40|

HYPERPAGE(EDO)
30 [

20§ FAST PAGE

TYPES OF FAST ACCESS MODES DRAMS

Synchronous DRAM is now the standard method of interfacing to RAM. Essentially
it exploits the page mode feature of asynchronous DRAM and add synchronous

registers and 1/O out the outside:

DRAM ASYNC. EDRAM 1 BANK JEDEC
S DRAM SDRAM
ADDED REGISTER REGISTER 2 BANKS
SYNC 1O SYNC VO

lREGISTER ] -_REGISTER
T
xS THIBUTED ARRAY
ARRAY REGISTER| ARRAY

) MYE ARRAY
BRREEI

RAS

CAS

Address

Data

Clock

RAS

CAS

Address

Data
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Here is a comparison of DRAM with asynchronous and synchronous control. For
synchronous DRAM (SDRAM), row and column addresses do not need to stay on the
bus. Once latched, the address and data bus are free for the microprocessor to do

other things. After some latencies, data starts streaming out.
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Here is a summary of features found in a 16M JEDEC type SDRAM: The following timing diagram shows the read cycle timing for a SDRAM (source:
Mitsubishi). Note the RAS\ and CAS\ latency.

s Fully synchronous with all signals referenced lo a positive clock edge.
e Organization: dual internal banks, x4, x8, x9, x16, x18 : : : : : ‘ : : i : :
o Package: 400 mil, 0.8 mm, 50-pin TSOPH (JEDEC Standard) CLK m
e Power supply: 3.3V, 10% : : ‘ : : : i : :
e Inferface: LVTTL PN TV L
e Programmable burst length: 2, 4, or § /RAS ; : : H H - ; R [ : H H T\
e Programmable output sequence: serial or interleaved _:_\_‘_[ H H : : ; ; i ;
o Control pins: Chip Select and Clock Enable ICAS : i : L i ; : i i
¢ DQ Mask Function L ' i : i i : i
s Byte control using LDOM/UDOM on x16, x18 option e : : : H : : : \—;—i : : ;
e Programmable read latency from column address AD-8
o CBR auto refresh : : : : : : : : : £
o Self refresh during power down A9
e Pulsed RAS A10 : .
& Random Column Address on alternate cycles during burst : : : : : : : : ; : :
o Random A HER SR S SR
. _ . ol bt ["o0T 01 | 02 [ 03 }—
SDRAM can have two types of output structures: with multiple word output registers ; : : : - R : H ; T : .
(called “prefetch type”) and without such output (“pipeline type”). These are shown e :
i activate Bank0 i [CAS latency :
in the figure below:- R
I RAS and CAS latency in SDRAM read cycle
CLK 3 e . .
CKE ARRAY BANK'A EU'S The CAS\ latency of the first address in aburst can be specified as 1, 2, or 3 clock
P [ . . . .
cs > x| B cycles. This latency value is programmed in the mode register of the SDRAM.
DaM  —————> El5
S — > conwol 2 2 &b : TRC :
CAS  ——————> e 8 DQO-DQ7 oLocK ' 1 ) ' 1 1
ARRAY BANK '8 ! ! 1
. 1 1 ' ' 1 |
"qie 1 ! 1 : ] !
RAS i ! i i i !
! Mode register —I : . : i ; H
wm TN/ Ty
Prefetch output structure ! ; ; | ; :
wE ! i E A N
1
OLK AND ARRAY BANK 'A' f | i f E :
CKE OUTPUT ADD(N) | ! | | | x—_—_:x
cs —— BUFFER ; ! i i i ,
DAM e ; ' o ' ' ' '
— ‘ ALL AUT! NOP NOP NOP  NEW COMMAND
RAS = >| Control ’ BANKS  REFRESH CAN OCCUR
[ INPUT bao- IDLE HERE
w ’ BUFFER ’ TRC - SUPPLIER SPECIFIC MINIMUM TIME
A0-A11 I ARRAY BANK '8
SDRAM also has a “self refresh” mode defined during which the device will refresh
i itself without external circuit. The figure below shows the timing diagram during self
{ Mode register , refresh. To enter self refresh CS\, RAS\ , CAS\ must be asserted (low) and WE\ must
be high.

Pipeline type output structure




