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Introductions & Sources

¢ We will consider a number of issues related to bus architectures in digital
systems.
o Useful references:

e “Bus Architecture of a System on a Chip with User-Configurable System
Logic”, Steven Winegarden, IEEE JOURNAL OF SOLID-STATE CIRCUITS,
VOL. 35, NO. 3, MARCH 2000, p425-433.

o “AMBA: ENABLING REUSABLE ON-CHIP DESIGNS”, David Flynn, IEEE
Micro, July/August 1997.

o AMBA™ Specification (Rev 2.0), ARM Ltd., 1999
e The CoreConnect Bus Architecture, IBM,

e VS| Alliance Architecture Document, version 1.0, 1997.
o Draft Chapter, “System-on-Chip”, Flynn & Luk
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Basic concepts:
Bus basics: order and broadcast properties

¢ Communications on buses must be in strict order: serial nature of bus

Module
1

¢ It can broadcast a transaction — sending to multiple components simultaneously

Module Module
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Basic concepts:
Cycles, messages and transactions

¢ Buses operate in units of cycles, Messages and
fransactions.

e Cycles: A message requires a number of clock cycles to be sent from
sender to receiver over the bus.

e Message: These are logical unit of information. For example, a write
message contains an address, control signals and the write data.

e Transaction: A transaction consists of a sequence of messages
which together form a transaction. For example, a memory read
requires a memory read message and a reply with the requested
data.
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Synchronous vs Asynchronous

READ I |

Basic concepts:
Typical Source Synchronous Data Transfer

Clock ¥ N\ N ST\

ck L L4 LI 1 ADR —  +—
READ [ DATA ——— 11— Ctrl | — Read I
ACK Il :
ADR —H ] Strobe 0 1 : Y / :
—— 1. Master puts address on bus and
DATA L | asserts READ when address is Data [15:0] — A X B I
stable | . ;
2. Memory puts data on bus and | T T
asserts ACK when data is stable Strobe 1 3 ' \\—/ E
3. Master deasserts READ when data i H "
is read Data [31:16] " € X D pr——o
4. Memory deasserts ACK ‘ '
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Basic concepts: Basic concepts:
Bus arbitration Bus pipelining
¢ Only one bus master can control the us. ¢ A transaction may take multiple cycles
+ Need some way of deciding who is master — may use a bus arbiter: ¢ Overlap multiple transaction through pipelining:
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Arbiter 1.Read | AR |ARB| AG | RQ | P |RPLY
2. Write AR | ARB | AG | Stall | Stall | RQ | ACK
1 | |  IN— 3. Write AR | ARB | Stall | Stall | AG | Stall | RQ | ACK
T = gl | = T
o @ Ells s| |2 4. Read AR | Stall | Stall | ARB | Stall | AG | Stall | RQ | P |RPLY| RQ
O O O]
: 5. Read AR | Stall | ARB | Stall | AG | RQ | P |RPLY
Module Module Module 6. Read AR | Stall | ARB | AG | Stall | Stall | RQ
1 2 3
| | | O B B
Bus
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Basic concepts:
Split-transaction bus

+ A bus transaction can be divided into two or more phases, e.qg.
o “Request” phase
e “Reply” phase
¢ These can be split into two separate sub-transactions, which may or may
not happen consecutively. If split, these must compete for the bus by
arbitration.
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Basic concepts:

Split-transaction bus

1 2 3 4 5 6 7 8 9 10 1 12 13 14 15
1.Read | AR [ARB | AG | RQ
2. Write AR |are | Ac [ Ra
3. Write AR [ArB | AG [ Ra
4. Read AR [are | ac | Ra
1. Reply AR | Ars [ AG [RPLY
5. Read AR | ARB | stall | stall | stai | stal | A | rRa
2. Reply AR | ARB [ AG [RPLY
6. Read AR | ARB | stall | stall | stal | stall | AG | Ra |
3. Reply AR |ars | ag |RpLY
4. Reply AR | are | ac [reiy]
5. Reply [ AR [Are | Ac
6. Reply AR | ARB
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Basic concepts:
Pipelined only bus vs split-transaction bus

Basic concepts:
Burst transfer mode

Pipelined Bus
4+ 2 3 4 5 6 7 8 9 10 11 12 13 14
1. Trans RP A
2. Trans ras|  [reB
3. Trans RQC RPC
Split-Transaction Bus
1.Trans |RQA RP A
2. Trans RQB RP B |
3. Trans RQC RPC
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ARB ARB ARB ARB
cmd | Adr | Data | cmd | adr | pata | cmd | Adr | Data [ cmd | Adr | Data |
==

Request

ARB

Arbitration | Gnt A

Cmd | Adr I Data | Data | Data I Data I

Burst Request

Gnt B

Message A

Cmd I Adr I Data | Data | Data | Data

|Res A

Adr I Data | Data I Data I Data I

Message B

cmd | Adr | Data
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Bus bandwidth

Bus Wiy || BusspeedouE) || SRR
8-hit ISA [ = I 83 I 79
16hitlsa || 16 £.3 159
EISA 32 83 318
VLB 2 | 33 | 127.2
PCI I = | 33 I 127.2
sibitPcizl || 64 66 508.6
AGP 32 56 2543
AGP (x? mode) 3 ‘ 662 | 502.5
AGP(xdmode || 32 || P I 1.017.3
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Bus hierarchy

Processor

4D0/533800 Mz System Memory

System Bus
InteP 865 Chipset

I

DDR

REREN 2.1 Gals =i
2 muttiplexed DVO P Channel A _:
pocs zZ1Gas B
w o
Anslog VGA Intef® 828650 GMCH 3208
Channel B DDR
CSA Interface 2E6MEBl Sioas
Gigabit Bherret * e
266 MBs 32G8s DDR
Hi 15
USB 2.0 o .
8 ports, 480 Mu's
IcHS
2 Serial ATA Ports T
150 MBS Intel® 62B801ER Managament (TCO)
ICHSR
2 ATA 100 Poris s swsuszarc
Six PCI Masiers
AC 57 ) i
3CODEC support ¥ PCI Bus

Fiash
| ik = sio |

Interface
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AMBA bus

¢ Based around ARM processor
e AHB — Advanced High-Performance Bus

» Pipelining of Address / Data
» Split Transactions
» Multiple Masters

o APB - Advanced Peripheral Bus

» Low Power / Bandwidth Peripheral Bus

High-performance
ARM processor

High-bandwidth
on-chip RAM

I B [ uArRT || Timer |
High-bandwidth AHB ? APB
Memory Interface I E
o
I E [ keypad | [ PO |
DMA bus
master AHB to APB Bridge
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AMBA Bus Design Goals

Encourages modular design and design reuse
Well defined interface protocol, clocking and reset
Low-power support (helped by two-level partitioning)

* & o o

the bus

¢ Transactions on AHB
e Bus master obtain access to the bus
e Bus master initiates transfer
e Bus slave provides response

On-chip test access — built-in structure for testing modules connected on
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AMBA bus arbitration

Arbiter
HADDR
HADDR HWDATA Slave
Master | HWDATA HRDATA #1
71 HRDATA L]
HADDR
HADDR | HWDATA Slave
Master | HWDATA Address and HRDATA #2
#2 ETE conirol mux |
HADDR
HADDR HWDATA Slave
Master | HWDATA Vrite data mux HRDATA #3
#3 HRDATA Read data mux
g — HADDR
HWDATA Slave
HRDATA #4
.y
Decoder
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Simple AHB Transfer

Address phase

HCLK 7—|
XX

Data phase

HADDR([31:0]

B
XX~ XX
Control ::X:X Control X:X
HWDATA[31:0] ::X:X X X D‘f‘\‘f

HREADY : X X U
HRDATA[31:0] ::X:X X ?;'\'f

a) transfer without wait state

SARRS
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AHB Transfer with wait states

Address phase Data phase
HCLK | ‘ |
HADDR[31:0] X:\/{ A X:\/(
Control X:X Control X}(
HWDATA[31:0] X]( Xix D .
HREADY X:X \ \ /\ / / |
HRDATA[31:0] X:X X:X )CX X X E::r;a!

SARRA

a) transfer with wait states
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Multiple transfers with Pipelining

e || | | | L
et nl) O ) O R 6 ¢ c X Y
e O O DO XX O
momena XX DCOCENCOC T DOCXCENC
weeaoy |/ / V ) /7 vV W
womsra XL X X%EX B EX0C
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Burst mode transfer (undefined length)

Slave Transfer Responses

T T2 T3 T4 TS T6 L T8 . . .
¢ 1. Complete transfer immediately (single cycle transfer)
HOLK [ 1] | | l | | | ¢ 2. Insert one or more wait states to allow completion
HTRANS[1:0] | (¥ nonseal Y} sea |X¥ nonseal XY sto WY sea XY ){}C ¢ 3. Signal error to indicate transfer failed
] : - ¢ 4. Back of from the bus, try later (RE-TRY or SPLIT responses)
HADDR[31:0] _XX 0x20 X:X 0x22 ﬂ 0x5C XX 0x80 D( Ox64 m XX:
HBURsTR2:0] | NCR X NCR XX 0C
HWRITE iy Contfol for burst A Contfol for burst & '
Hﬁg‘ﬁgjg} KA SZeltamen AR SIZE = Word A XX
wwoataprio_ NOC O XEENC OXEENXOC 888 XX Se[T XSsXX
HREADY 1/ V V WY V vV \\
HrOATA[1:0] (X X (ooh) (eah @ (o) oshl,)
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Retry Respnses on the AHB bus Advanced Peripheral Bus (APB)
T T2 T3 T4 TS5
HCLK __ | I I | | I ™ T2 T3 T4 TS
T1 T2 T3 T4 T5
HTRANS[1:0] X:X NONSEQ ){X SEQ )O( IDLE )O( NONSEQ X}( [ S [ L S e [ L[ L[ LT L
PADDR XK Addr 1 PADDR X Adidr 1
HADDR[31:0] OO A DO aea [XX X a XX PWRITE LA PWRITE ]
' PSEL 7 ! PSEL o i
HWDATA[31:0] )O( )(:)( Oy )(:)( )O( PENASLE PENABLE —\_ !
' PRDATA X J Data 1 Y PWDATA X Data 1 0N
HREADY
—U \l—ﬂ v L a) Read operation b) Write operation
HRESP[1:0] )O( X:Xnam X:Xnerm D OKAY D
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IBM CoreConnect Bus

CoreConnect vs AMBA

IBM CoreConnect
Processor Local Bus

ARM AMBA 2.0
AMBA High-performance Bus

Bus Architecture

32-, 64-, and 128-bits
Extendable to 256-bits

32-, 64-, and 128-bits

SRAM/ROM External
Peripheral Bus Master
Controller | Controlier | | i2c | | uarT | [ uss | [ Grio |
/'y Jt 'Y A A ]
A J A A A A A Y A
OPB - n |
m At | On-Chip Peripheral Bus (OPB) 32-bit |
F 3 F 3 A F 3
Y v v v
PPCAO | \rtarrupt oPB ) AL 4—>| 10/100 Ethernet
» inst Data —»f Controller | ridge »| Controller | ]
A A A ] A .
Device
Y A J A 4 ) A Control
PLE Processor Local Bus (PLB) 128-bit | Register
Arbiter Bus
y A A A A
v A J A 4 v X
PC133/DDR133 peix | | SRAM Custom | Cloar et ol
SDRAM Controller ridge Controller ogle Power Mgmt
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Data Buses

Separate Read and Write

Separate Read and Write

Key Capabilities

IMultiple Bus Masters
4 Deep Read Pipelining
2 Deep Write Pipelining

Split Transactions
Burst Transfers
Line Transfers

Multiple Bus Masters
Pipelining
Split Transactions
Burst Transfers
Line Transfers

On-Chip Peripheral Bus

AMBA Advanced Peripheral Bus

Masters . . . .
Supported Supports Multiple Masters Single Master: The APB Bridge
Bridge Function Master on PLB or OPB APE Master Only
Data Buses Separate Read and Write Separate or 3-state
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Crossbar Switch Approach

¢ Uses asynchronous channels

+ Different modules can run at CPU

different clock frequency

¢ Globally Asychronous, Locally
Synchronous (GALS) system

CPU

Network-on-chip approach

LN,

o Array of tiles

¢ Each tile contains client logic and router

logic
¢ 2-D mesh topology

¢ Uses data packets, not wires, for

communication

Predictable delay, and noise

Cache

Clock domain

—@)— Control

Crossbar Switch

converters y \

Other IP
block

Other IP
block
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Client Client Client

Logic Logic Logic

Client Client Client

Logic Logic Logic

Client Client Client

Logic Logic Logic
o |

Data packets

Data packets
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Chapter 5

Interconnect Architec S

5.1 Introduction

al property (IP) cores, each
maximize the re-use of design
ules, to reduce costs and to
an SOC integrator is the

SOC designs usually involve the integratio
separately designed and verified. System integr:
efforts by providing a comm:
lower risks. Frequently the
method by which the IP cores

tional computer buses. This
ect architectures: bus, switch,
architectures developed specifically for SOC
ared. Switch-based alternatives to bus based
ecent trends in SOC interconnects such as

en descrlbed at a higher level of abstraction, hiding the underlying
ts from the designer. It is usually implemented by switch technol-

OC case the switch is often more than a crossbar and could consist of
erconnect or a multistage switching network.

SOCs only require a small number of units to be interconnected, the chapter provides
a simplified view of the interconnect alternatives.

5.2 Overview: Interconnect Architectures

Figure 5.1 depicts a system which includes a SOC module. The SOC module typically
contains a number of IP blocks, one or more of which are processors. In addition, there

2 Chapter 5 Interconnect Architectures

are various types of on-chip memory serving as cache, data or instruction storage.
Other IP blocks serving application-specific functions, such as graphics processors,
video codecs and network control units, are integrated in the SOC.

The IP blocks in the SOC module need to communicate with each other. External to
the SOC module are off-chip memories, off-chip peripheral devices and mass storage
devices. The cost and performance of the system therefore depends on both on-chip
and off-chip interconnect structure.

On-chip interconnect architecture
Off-chip interconnect aj
On-chi
Processor P
Memory
IP Block Gif-chip
interface
IP Block
Processor

yandwidth: the rate of information transfer between a mod-
nding environment in which it operates. Usually measured
e bandwidth requirement of a module dictates to a large ex-
interconnection required in order to achieve the overall system

2. Communication latency: the time delay between a module requesting data
and receiving a response to the request. Latency may or may not be impor-
tant in terms of overall system performance. For example, long latency in a
video streaming application usually has little or no effect on the user’s experi-
ence. Watching a movie that is a couple of seconds later than when it is actually
broadcast is of no consequence. In contrast, even a short latency in a two-way
mobile communication system can make it almost impossible to carry out a con-
versation.
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3. Master and slave: these concern whether a unit can initiate or react to commu- Understand requil
nication requests. A master, such as a processor, controls transactions between
itself and other modules. A slave, such as memory, responds to requests from the Some possible requirements
master. A SOC design typically would have more than one master and numerous [ |

Dy communication
specification of individual
module in the system

SlaVeS. [ Limited no. of masters (<5) [ Limited no. of masters (<10) 0 Large no. of masters (>10)
0 Small no. of modules (<20) [ Moderate no. of modules 0 Large no. of modules (>50)
. . . 0 Limited or no concurrency (<50) 0 Plenty of concurrent and
4. Concurrency requirement: the number of independent simultaneous commu- ] ey G e T SenoEaanET e SR S
(<4) [0 Small/medium no. of clock [ Large no. of clock domains

nication channels operating in parallel. Obviously the higher the concurrency,
the higher the system throughput.

0 Low risk with standard IPs domains (<10)

Interconnect implications

Consider
crossbar
switches

Consider bus
interconnection
method

t different clock
data at a rate gov-
is usually deter-
blocks inside

5. Multiple clock domains: different IP modules may ope
and data rates. For example, a video camera captures,
erned by the video standard used, while a processor’
mined by the technology and architectural desig
an SOC often need to operate at different cl

Design approachg

separate Mostly Integration of IP Mostly synchronous

b H H 3 proprietary IP blocks from modules with small
tlmlng reglons .kFlOWI’I as ClOCk domalns. ns can blocks: Consider multiple vendors: no. of clock COhoose nafwork 1o S
cause metastablhty, deadlock and sync either proprietary Consider domains: Consider Choose communicatid
busses or standard busses synchronous protocol
standard busses or bus wrappers crossbar switch Choose routing strategy

‘ Technology H AMBA Nexus ‘
Company Fulcrum
Core Type Hard
Architecture switch fabric

Bus width 8-128
300MHz 1GHz
4.8GB/s 72GB/s
n/a 2ns

ack-n ounted system or on a computer moth-
erous constraints on the bus architecture. For a start, the
is generally restricted by the limited pin count on an IC
n the PCB connector. Adding an extra pin on a pack-
hermore, the speed at which the bus can operate is
capacitive load on each bus signal, the resistance of the con-
d the electromagnetic noise produced by such fast switching

nterconnect architecture for an SOC requires careful consideration of PCB track.

isted above. Figure 5.2 shows a brief outline for interconnect design.
is section will provide an overview of three interconnect scheme, which
plored in greater detail later in this chapter.

52.1 Bus Standard Speed (MHz) | Area (rbe)
- AMBA 100 172900
The performance of a computer system is heavily dependent on the characteristics CoreConnect | 80 158900
of its interconnect architecture. A poorly designed system bus can throttle the trans- ) ) )
fer of instructions and data between memory and processor, or between peripheral Table 5.2 Comparison of bus interconnect architectures [30].

devices and memory. This communication bottleneck is the focus of attention among
many microprocessor and system manufacturers who, over the last three decades, have
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CPU CPU CcpPU

Memory Memory

Switch

ease, but power consumption also rises due to
iver circuits. Switch based interconnection
of these limitations.

= uses either a centralized crossbar switch or a
switches [8] to connect together SOC modules. Apart from the
ing traffic congestion, a switch-based scheme may allow modules
lock frequencies as well as alleviating the bus loading problem.

lock domain converters are used to bridge the asynchronous intercon-
ronous blocks, forming a globally asynchronous/locally synchronous

Network-on-Chip

In the Network-on-Chip (NOC) interconnection scheme, units are connected via a ho-
mogeneous and scalable switching system. Communications between the units are
through data transfers sometimes called packets. In a network there can be more than
one path for communication between blocks. Such a network must therefore include
schedules or dynamic decision making on the routing of communication traffic. Fig-
ure 5.4 shows an example of a NOC where IP blocks are connected together via a
network of switches. One key feature of a NOC interconnect architecture is the use of

6 Chapter 5 Interconnect Architectures

P J
X
A
—>
P
Figure5.4 A

act er (which is specific
es the packets) and the physical
OC can be scalable, and the layered
d to the latest silicon process technol-
and faster technology by changing

that initiates communication on a computer bus or input/output paths. In an SOC, a
bus master is a component within the chip, such as a processor. Other units connected
to an on-chip bus, such as I/O devices and memory components, are the “slaves”. The
bus master controls the bus paths using specific slave addresses and control signals.
Moreover, the bus master also controls the flow of data signals directly between the
master and the slaves.

A process called arbitration determines ownership. A simple implementation has a
centralized arbitration unit with an input from each potential requesting unit. The
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arbitration unit then grsnts bus ownership to one requesting unit, as determined by the
bus protocol.

A bus protocol is an agreed set of rules for transmitting information between two or
more devices over a bus. The protocol determines the following:

e the type and order of data being sent;

e how the sending device indicates that it has finished sending the information;

e the data compression method used, if any;
e how the receiving device acknowledges successful rece; of the information;

e how arbitration is performed to resolve contention
ity, and the type of error checking to be used.

d in what prior-

5.3.2 Bus Bridge

format and standard co

2. A bridge is inserted bet
tained within the segment
at the same time.

m, and keep traffic con-
gency: both buses can operate

r on one bus initiates a data transfer to a slave
bridge, the data is temporary stored in the

1t can be performed by adding bus control lines and associated logic.

5.4.1 Bus Varieties

Buses may be unified or split (address and data). The unified bus is occupied with both
address and data; the split bus has separate buses for each function.

Moreover, the buses may be fenured. This refers to buses that are occupied only while
delivering addresses or data. Such buses assume that the receivers buffer the messages
and create separate address and data transactions.

8 Chapter 5 Interconnect Architectures

EXAMPLE 5.1 BUS EXAMPLES

Suppose we have a bus with transmission delay of one processor cycle and memory
with 4 cycle access. Memory requires an additional 3 cycles to transmit a line. (m = 1
with page mode.)

(a) Simple bus. This might have the following bus transaction time:

Taccess
Il
T T T T

(b) Bus with arbitration support:
%
12}

TBCCESS

N
R

(c) Tenured split bus:
addr

Address |—

bus

Data bus 5

(d) Tenured split bus (width 16B), wit
Address p—

elop at the “bottleneck™ in the system, we treat the most limiting re-
source as the source of the contention, and other parts of the system simply as delay
elements. Thus buses must be analyzed for contention when they are more restrictive
(have less available bandwidth) than memory.

Buses usually have no buffering (queues), and access delays cause immediate system
slowdown. The analysis on the effects of bus congestion is made based on the access
patterns.

Generally there are two types of access patterns:
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1. Requests without immediate resubmissions. The denied request returns with
the same arrival distribution as the original request. Once a request is denied,
“something else” happens to delay the resubmission of the request.

2. Requests are immediately resubmitted. This is a more typical case, when mul-
tiple independent processors access a common bus. A denied request “sits on”
the bus. It is immediately resubmitted. The processor is idle until the request is
honored and serviced.

5.4.3 Simple Bus Model: without Resubmission

In the following, we assume that each request occupies tl the same service

time (e.2. Tjine access)- Even if we have two different
requests and line requests ona smgle line, or (dlrty) i most cases

fered) bus occupancy, p, given by:

bus transaction ti

p=
The processor time is the mean_time the process: s to compute before making a
bus request. Of course, it is p verlap some of its compute
time with the bus time. In this\case, ! e i net non-overlapped time

1—(1-p)"
= Bus bandwidth = Bus B (p,n)

5.4.4 Bus Model with Request Resubmission

A model that supports request resubmission involves a more complex analysis, and re-
quires an iterative solution. There are several solutions, each providing similar results.
The solution provided by Hwang and Briggs [16] is an iterative pair of equations:

- pr
p+(pa/p) (1 = p)

a

10 Chapter 5 Interconnect Architectures

and
npe=1—(1-a)"

where a is the actual offered request rate. To find a final p,, initially set a = p to begin
the iteration. Convergence usually occurs within four iterations.

5.4.5 Using the Bus Model: Computing the Offered Occupancy

occupancy, p.

The offered occupancy is the fraction of the time that the bus
were no contention among transactions (bounded by 1.00).
need to determine the mean time for a bus transaction an
transactions.

The nature of the processor initiating the transacti
cessors make blocking transactions. In this case dle after the bus
request is made and resumes computation only after saction is complete.
The alternative for more complex processors is a buffere on blocking) transac-
tion. In this case the processor continug
indeed make several requests before
the system configuration there are three

ons move a double line (as in dirty line replacement)
e mean bus transaction time is 23.2 cycles. Now assume that
occurs each 200 cycles.

In ca i§oecupied: p = p, = 23.2/223.2 = 0.10; there is no contention,
aused @ 8ystem slow down, as discussed below.

and we use our model to find the contention time. Initially we set a = p = .104,
npe =1—(1—a)" =1— (1 —.104)% now we find p, and substitute the value of p,
for a and continue.

So initially p, = 0.089; after the next iteration p, = 0.010; and after several iterations
pa = 0.095. We always achieve less than what is offered and the difference is delay
due to contention. So:

bus transaction time

pa = 0.095 = - T —
compute time + bus transaction time + contention time
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Solving for the contention time, we get about 21 cycles.

5.4.6 Effect of Bus Transactions and Contention Time

There are two separate effects of bus delays on overall system performance. The first is
the obvious case of blocking which simply inserts a transaction delay into the program
execution. The second effect is due to contention. Contention reduces the rate of
transaction flow into the bus and memory. This reduces performance proportionally.

In the case of blocking the processor simply slows down by t unt of the bus
transaction. So the relative performance compared to an ide essor with no bus
transactions is,

Relative Performance =

down the system (without contention) by the r.
is reduced by this ratio.

p . The supply of transactions

tandards are the AMBA bus developed by
oped by IBM. The latter has been adopted in

ors, such as an ARM processor core, to high-performance peripherals,
controllers, on-chip memory and interfaces. It is a high-speed, high-
andwidth bus architecture that uses separate address, read and write buses. A
minimum of 32 bit data operation is recommended in the standard, and data
widths are extendable to 1024 bits. Concurrent multiple master/slave operations
are supported. It also supports burst mode data transfers and split transactions.
All transactions on the AHB bus are referenced to a single clock edge, making
system level design easy to understand.

The Advanced Peripheral Bus (APB) has lower performance than the AHB bus,
but is optimized for minimal power consumption and has reduced interface com-
plexity. It is designed for interfacing to slower peripheral modules.

12 Chapter 5 Interconnect Architectures

A third bus, the Advanced System Bus (ASB), is an earlier incarnation of the AHB,
designed for lower performance systems using 16/32 bit microcontrollers. It is used
where cost, performance and complexity of the AHB is not justified.

The AMBA bus was designed to address a number of issues exposed by users of the
ARM processor bus in SOC integration. The goals achieved by its design are [13]:

1. Modular design and design reuse. Since the ARM processor bus interface is ex-
tremely flexible, inexperienced designers could inadvertently create ingfficient
or even unworkable designs by using ad hoc bus and control logic.
specification encourages a modular design methodology that supp;
sign partitioning and design reuse.

2. Well-defined interface protocol, clocking and reset. A
overhead bus interface and clocking structure that is
performance of the AMBA bus is enhanced by its
and burst mode operations.

3. Low-power support. One of the attractions

that reuses the basic bus infrastruc
the bus.

es that are connected to

Figure 5.5 depi i t i bus architecture. The AHB forms
ocessor, the high-bandwidth memory
Direct Memory Access devices reside. The interface be-
ower APB bus is through a bus bridge module.

High-bandwidth
on-chip RAM
B | UART Timer
R
gh-bandwidth AHB | 1 [ APB
ry Interface D

G
E | Keypad PIO

DMA bus

master AHB to APE Bridge

Figure 5.5 A typical AMBA bus based system [13].

The AMBA AHB bus protocol is designed to implement a multi-master system. Unlike
most bus architectures designed for PCB based systems, the AMBA AHB bus avoids
tristate implementation by employing a central multiplexer interconnect scheme. This
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method of interconnect provides higher performance and lower power than using tris-
tate buffers. All bus masters assert the address and control signals, indicating the type
of transfer each master requires. A central arbiter determines which master has its ad-
dress and control signal routed to all the slaves. A central decoder circuit selects the
appropriate read data and response acknowledge signal from the slave that is involved
in the transaction. Figure 5.6 depicts such a multiplexer interconnect scheme for a
system with three masters and four slaves.

arbiter

Master Units

from decoder

ion for a 3-masters/4-slaves system [4].

B bus involve the following steps:

ins access to the bus - this process begins with the master as-
gnal to the arbiter. If more than one master simultaneously
he control of the bus, the arbiter determines which of the requesting
ill be granted the use of the bus.

er initiates transfer - a granted bus master drives the address and control
with the address, direction and width of the transfer. It also indicates
cther the transaction is part of a burst in the case of burst mode operation. A
write data bus operation moves data from the master to a slave, while a read data
bus operation moves data from a slave to the master.

Bus slave provides a response - a slave signals to the master the status of the
transfer such as whether it was successful, if it needs to be delayed, or that an
error occurred.

Figure 5.7a depicts a basic AHB transfer cycle. An AHB transfer consists of two dis-
tinct phases: the address phase and the data phase. The master asserts the address and
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data

address data address cycles

cycle  cycle cycle

HCLK HCLK 7L1
ADDR | «—> <« ADDR <«
Control > > Control <~
WoATA | > <> WDATA <«
HREADY | <— <—>  HREADY <«
RDATA | < | RDATA <«

walt cycles

a) transfer without wait b) transfer with wai

Figure 5.7 A simple AHB tran

control signals on the rising edge of HCLK during t
lasts for a single cycle. The slave then samples the ad
responds accordingly during the data ph 0 a data read or

ase, which always
d control signals and
operation, and indi-

cates its completion with the HREADY 818 it states into any
transfer by delaying the assertion of H b. For a write
operation, the bus master holds the data extended data cycles.
For a read transfer the slave does not prov il the last cycle of the data

phase.
The AHB bus is a pi ! . 2fore the address phase of any trans-

PB is straightforward, controlled by a three-state finite-state

5.5.2 CoreConnect

As in the case of AMBA bus, IBM’s CoreConnect Bus is an SOC bus standard de-
signed around a specific processor core, the PowerPC, but it is also adaptable to other
processors. The CoreConnect Bus and the AMBA bus share many common features.
Both have a bus hierarchy to support different levels of bus performance and com-
plexity. Both have advanced bus features such as multiple master, separate read/write
ports, pipelining, split transaction, burst mode transfer and extendable bus width.
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CPU on chip RAM

UART

PLB (128b) OPB(32b)

SDRAM

mMAOO—>0W

DMA master

Figure 5.8 A CoreConnect based

The CoreConnect architecture provides thr es for interconnecting core:

macros, and custom logic:

e Processor Local Bus (PLB)
e On-Chip Peripheral Bus 4OPB)
e Device Control Registe:

Figure 5.8 illustrates how the
tem built around a

e,can be used in an SOC sys-

dge and PC133/DDR133 SDRAM Controller
while the OPB hosts lower data rate on-chip

en the processors, memory and DMA controllers [17]. The fully syn-
ansaction bus with separate address, read and write data buses, allows
s transfers per clock cycle.

chronous, sp
two simultay

ons, as in the AMBA AHB, consist of multiple phases which may last
ore clock cycles, and involve the address and data buses separately. Trans-
involving the address bus have three phases: request, transfer and address ac-
knowledge. A PLB transaction begins when a master drives its address and transfer
qualifier signals and requests ownership of the bus during the request phase of the ad-
dress tenure. Once the PLB arbiter grants bus ownership, the master’s address and
transfer qualifiers are presented to the slave devices during the transfer phase. The ad-
dress cycle terminates when a slave latches the master’s address and transfer qualifiers
during the address acknowledge phase.

Figure 5.9 illustrates two deep read and write address pipelining along with concurrent
read and write data tenures. Master A and Master B represent the state of each master’s
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PLE Clock

Master A [_me0 [ wer [ack]|[[__me0 | xreR JAcK]
|
Master B IR:QEF:R ack ]| REQ [ xrer | ack]|
| ! |
Address Phase [ |xrerjack| [ arer  [#ck]|[| xrer [ACI(|I

|

‘Write Data Phase

Read Data Phase

the read data bus for a read transfer.
beat of a write transfer coincides with

Split Transaction

s are decoupled from one another,
allowing for addre read or write data cycles, and for
read data cycl ed withwri les. The PLB split bus transaction

e d 0 have different masters at the same
master may request ownership of the PLB, via address
he data cycle of another master’s bus transfer. This is

low-bandwidth devices. The OPB is far more sophisticated than the
AMBA APB. It supports multiple masters and slaves by implementing the address and
data buses as a distributed multiplexer. This type of structure is suitable for the less data
intensive OPB bus and allows peripherals to be added to a custom core logic design
without changing the I/O on either the OPB arbiter or existing peripherals. Figure 5.10
shows one method of structuring the OPB address and data buses. Both masters and
slaves provide enable control signals for their outbound buses. By requiring that each
unit provide this signal, the associated bus combining logic can be strategically placed
throughout the chip. As shown in the figure, either of the masters is capable of pro-
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Slave Units
S1
Master Units S1
S2
| 1 Ly
addresses

arbiter

Figure 5.10

ARM AMBA 2.0
AMBA High-performance Bus

32-, 64-, and 128-bits

Separate Read and Write

Multiple Bus Masters

e Dinalini Pipelinin
2 Deep Write Pipelining Split TEansac%ions
Split Transactions Burst Transfers

Burst Transfers Line Transfers

Line Transfers
On-Chip Peripheral Bus AMBA Advanced Peripheral Bus
ST:;:)T Supports Multiple Masters Single Master: The APB Bridge
Bridge F on Master on PLB or OPB APB Master Only
Dat S Separate Read and Write Separate or 3-state

e 5.11 Comparison between CoreConnect and AMBA architectures [30].

viding an address to the slaves, whereas both masters and slaves are capable of driving
and receiving the distributed data bus.

Figure 5.11 shows a comparison between the AMBA and CoreConnect bus standards.
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5.5.3 Bus Sockets and Bus Wrappers

Using a standard SOC bus for the integration of different reusable IP blocks has one
major drawback. Since standard buses specify protocols over wired connections, an IP
block that complies with one bus standard cannot be reused with another block using a
different bus standard. One approach to alleviate this is to employ a hardware “socket”
(also called a bus wrapper) to separate the interconnect logic from the IP core using
a well-defined IP core protocol which is independent of the physical bus protocol.

Protocol (OCP) and Silicon Backplane uNetwork [33].

VSIA proposes a set of standards and interfaces known as Vi

that conform to the VSI specifications, can be one
of placed and routed gates with all silicon layers

fied, but generally take more effort to i
having less predictable performance.

the two. They come in the form of gene a
require final routing and/or justme VCs provide more pre-

,a desig ake a virtual component and integrate
n order to meet system performance requirements. The
ily of protocols. Currently three protocols are defined: the
ic VCI (BVCI) and the Advanced VCI (AVCI) [34].

In addition to the specification of the Virtual Component Interface, VSIA also specifies
a number of abstraction layers as depicted in Figure 5.12 to define the representation
views required to integrate a virtual component into an SOC design [7]. The idea is that
if both the IP block provider (VC provider) and the system integrator (VC integrator)
conform to the Virtual Socket Interface Specifications (VSI) at all levels of abstraction,
SOC designs using a IP component paradigm can proceed with less risk of errors.

An alternative to VCI is the Open Core Protocol (OCP) promoted by the Open Core
Protocol International Partnership (OCP-IP) [27]. The OCP defines a point-to-pointin-
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System Initator (Master) Either Initator or Target Target (Slave)
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Fnctana %;&E:;" L terface between two communicating entities such as twi using a core-centric
verification protocol. An interface implementing the OCP assumes the tes of a socket, which
Fioorplanning| | & ig,SCri anning - is effectively a bus wrapper that allows faging to the targ A system consist-
synthesis == hesis . = = . . . .
placement 5 || 2 g ing of three IP core modules using the C in Figure 5.13.
‘G o . .« ege . . . ele
S gz & One modules is a system initiator, one is is both initiator
functional g g & and target.
verification Q k=l &
e 2 Another layer of intercon ve the OCP in order to help IP inte-
. gration further. Sonicg etary SiliconBackplane Protocol that
Performance seamlessly glues tg OCP. The communication between
Yeiikation different block ili ane pNetwork, which has a scal-
4 depicts how the Sonics uNetwork
Routing
Testvectors | ol Final has been demonstrated to reduce the design time of SOC,
;gtil;g;?]\fgg?ge | verification . i e wrapper hardware increases the access latencies and
it ] S K gates [25]. In addition, first-in-first-out (FIFO)
System . :
el wrapper hardware in order to improve performance.
'
System
characterization
Vsl VC integrator

At some poi e number of units and the traffic between units force the designer
to move beyond the bus and use some form of interconnect switching. Interconnect
networks or switches have long been used for interconnecting large processor clusters.
This section presents some basic concepts and alternatives in the design of the physical
interconnect network. This network consists of a configuration of switches to enable
the interconnection of /V units. In the context of SOC, these designs are equally appli-
cable to switched interconnects and NOC, which includes a switch at the transaction
and physical level. The design efficiency or cost-performance of the interconnection
network is determined by:

Figure 5.12 VSIA representation views for integrating a virtual component into an
SOC [34].
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DSP CPU P IP

Agent | | | | [ Agent

Silicon backplanel Agent | | |

Figure 5.14 Sonics uNetwg onfiguration [33].

Node fanout

Memory

Node

bf the network.

onnect switches. This section is an abstract of some of the basic
8 and results from the general computer interconnect literature. In SOC
switehing, currently the number of nodes (units) is typically limited to 16-64.
Since the units are on chip, the link bandwidth, w, is relatively large: 14-128.
In SOC, dynamic networks are dominant so far; either crossbar or MIN static
networks, when used, tend to be grid (torus). As the number of SOC units
increases, a greater variety of network implementations are expected.

In a network, units communicate with one another via a link or a channel, which can be
either unidirectional or bidirectional. Links have bandwidth or the number of bits per
unit time that can be transmitted concurrently between units. Units may have multiple
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Processor Processor|
Memory Memory

Switch > Switch

Switch > Switch

Figure 5.16 Static network (links bet nits is fixed).

Processoq

Memory

Processoq

Memory

Figure 5.17 Dynar

ir fanout—the number of bidirectional channels that
boring nodes.

static or dynamic. In a static network, the topology or the
es in the network is fixed (Figure 5.16). The path between two
In a dynamic network, the paths between nodes can be altered
ectivity and also to improve network bandwidth (Figure 5.17).

5.6.1 Static Networks

In a static network the distance between two units is the smallest number of links or
channels (or hops) that must be traversed for establishing communications between
them. The diameter of the network is the largest distance (without backtracking) be-
tween any two units in the network. An example of a static netwok in linear network
(Figure 5.18a). We improve its average distance and diameter by converting it into a
ring (Figure 5.18b).
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(b)

Figure 5.18 Example of st
(b) Linear array with closure (2
(a 2D torus). These are also ca
d = 1 (one-dimensional). In (c)

(a) Linear array.
k x k grid with closure

Assume the ay, and we wish to interconnect several such
arrays umber of linear elements, we can increase
the di g a grid network of two dimensions (Fig-

eral, the number of nodes (/V) and the diameter can be determined as
(2,n), the binary n-cube with bidirectional channels has:

N =2"
and for the (2,n) case:

Diameter = n.

For general (k,n) with n dimensions and with closure and bidirectional channels, we
have

N = k"
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or
n = log;, N.

and

. [k - 1}
Diameter = 5 n.

Example. Suppose we have a 4 by 4 grid (torus as in Figure 5.18(d)). In (k,d) terms it
is a (4,2) network, N = 16 and n = 2 and the Diameter is 4.

In general, it is the dimension of the network and its maximum distanc
portant to cost and performance.

Links are characterized in three ways:
1. The cycle time of the link, 7;,. This corresponds

transmit between neighboring nodes. 1/T,y, is th
link or channel.

2. The width of the link, w. This determines
currently transmitted between two nodes.

Associated with the link characterizat
H header bits. The header is simply the

wormhole rout cdsrecei , it is buffered only long enough to
e : As soon as this mlnlmal amount of

the message is for it or for another node. The intermediate node selects a minimum
distance path to the destination node. If multiple paths have the same distance, then
this intermediate node will select the path that is currently unblocked or available to it.

5.6.2 Dynamic Networks

The dynamic indirect network is shown in Figure 5.19a. For ease of representation,
the network is usually shown as in Figure 5.19b.
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Figure 5.19 A ba itching network.

(a) (b)
5 (a) A 2 x 2 crossbar with control c. (b) This can be generalized to a
pssbar switch.

Typically, the basic element in the dynamic network is a crossbar switch (Figure 5.20).
The crossbar simply connects one of k points to any of another k points. Multiple mes-
sages can be concurrently executed across the crossbar switch, so long as two messages
do not have the same destination. The cost of the crossbar switch increases as n?, so
that for larger networks, use of a crossbar switch only becomes prohibitively expen-
sive. In order to contain the cost of the switch, we can use a small crossbar switch
as the basis of a multistage network, frequently referred to as a MIN—multistage in-
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Figure 5.21 Baseline dynamic network topolo

aseline, Benes,
among the simplest,
witch to be set
. For example,
y N networks. Sup-
utputs labeled 1, 1, 0
ing the control (c) so
witch is selected.
two nodes is:

terconnection network [35]. There are many types, inclu;
Omega [23], and Banyan networks. The baseline netw;

so that the proper connection path is established
consider a deterministic “obvious” routing algorith

In recent years, there have been a number of important analyses about the comparative
merits of various network configurations [29, 19, 21].

5.7.1 Static versus Dynamic Networks

In this section, we present the results and largely follow the analyses performed by
Agarwal in his work on network performance [2].
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Table 5.3 Dynamic networks, switching N inputs x NN outputs using k x k switches
(each input is one bit).

Network | Other Stages of Delay | Blocking Approx.
Equivalent (in units of k& X k Cost (k X k
Networks switch delay) switches)
Baseline | Delta, [log;, N Yes T log, N
Omega SW
Banyan
Benes — 2[log, N1 —1 2V og, N
Clos — 2[log, N1 -1
< 'w

Figure 5.22

Dynamic Networks

Assume we
routing. Le

ork made up of k x k switches with wormhole
n stages and channel width w with message

equent analysis we assume that n + [ /w > 1, so
l

=n+ — cycles.
w

In a blocking dynamic network, each network switch has a buffer. If a block is de-
tected, a queue develops at the node; so each of IV units with occupancy p requests
service from the network. Since the number of connection lines at each network level
is the same (IV), then expected occupancy for each is p. At each switch, the mes-
sage transmits experiences a waiting time. Kruskal and Snir [21] have shown that this
waiting time is (assume that T¢;, = 1 cycle and express time in cycles):

_ w1 = 1K)
=Ty

28 Chapter 5 Interconnect Architectures

The channel occupancy is

where m is the probability that a node makes a request in a channel cycle.

The total message transit time, Tqynamic. i8:

Tdynamic = Te+nTy

sl Ly - 1/k)| T

l
= n+E+2( e

Static Networks

A similar analysis may be performed on a static (k, n) n

kal
or, for hypercube, mea .
w

5.7.2 Comparing Networks: Example

In the following example assume that m, the probability that a unit requests service
in any channel cycle is 0.1; h = 1, ] = 256, w = 64. Compare a 4 by 4 grid
(torus) static network with N = 16,k = 4,n = 2 and a MIN dynamic network with
N =16,k =2.
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For the dynamic network, the number of stages is:
n =log, 16 =4
while the channel occupany is:

! 256
e =012 — 04
P=me 64

The message transit time without contention is:

l 256
Te=n+— +1—4+6—4+1:90ycles

while the waiting time is:

o /w1 —1/k)  04(
b 2(1-p)

Hence the total message transit time is:

For the static network, the a
message time is:

k/4 = 1, and the total

is given by

T. +nkqTy
6+ 2(1)(0.5)
7 cycles

5.8 Switches in SOC

An effective alternative to bus based interconnect is to disperse data traffic over the en-
tire design by connecting the user IP cores through an interconnect fabric. In this way,
data transfer bottlenecks are avoided because multiple data transfers can be performed
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N, f
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Data processing
cores with 1 Local
Porl each

Data processing
core with 4
Local Ports

nction Components [8].

as shown in Figur . Da i es with one to four communication
i ponents (shown in gray). These

unctional schematic of a junction component. Each junction
orts (LPORTO to LPORT3) and four Global Ports (GPORTO
send 48-bit words and receive 32-bit words via Local Ports,
orts are used to route data to adjacent junctions.

to deliver mi e parallel data streams between data sources and destinations with
minimum latency, thus avoiding transfer bottlenecks found in bus based systems.

5.8.1 Asynchronous Crossbar Interconnect for Synchronous SOC

Another switch-based interconnect scheme designed specifically for SOC applications
is the PivotPoint architecture by Fulcrum [9]. The center of the system is the Nexus
crossbar switch (see Figure 5.3) which has a data throughput rate of 1.6Tbps. Nexus
uses clockless asynchronous circuits and has the advantages normally associated with
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Figure 5.24 Sc

process technology, environmental variations,
The choice of asynchronous design style is

d the asynchronous crossbar. Since the crossbar switch does not
s, integrating different clock domains require no extra effort. In

Nexus is done through bursts. Each burst contains a variable number
6-bit) and is terminated by a tail signal. A 4-bit control is used to indi-

first word of the burst enters the crossbar and is closed when the last word leaves the
crossbar.

PivotPoint is a system level architecture that is built on top of the Nexus crossbar
switch. Figure 5.26 shows a simplified PivotPoint architecture. In addition to the
Nexus crossbar switch, the first-in-first-out (FIFO) buffer provides data buffering func-
tion for the transmit (TX) and the receive (RX) channels. The System Packet Interface
(SPI-4.2) implements a standard protocol for chip-to-chip communication at data rates
of 9.9 to 16 Gbps.
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Figure 5.26 PivotPoint Architecture [9].
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5.8.2 Blocking vs. Non-blocking

Nexus and PivotPoint are designed to avoid head-of-the-line (HOL) blocking. HOL
blocking occurs when one packet failing to progress results in other unrelated packets
behind it to be blocked. PivotPoint uses virtual channels (also called ports) to transport
separated traffic streams simultaneously. Blocked packets in one channel only blocks
packets behind it on the same channel. Packets on other channels are free to progress.
In this way communication stalls are minimized.

5.9 Network-On-Chip (NOC)

Network-on-Chip (NOC) is an approach to SOC mterc ises to over-
come a number of limitations found in the conve [6]. Al-
though the bus standards discussed earlier pr y and

al weakness of buses is
, i.e., there is no explicit
in the application layer and
ast, activities in NOC systems
ysical layers as depicted in
to the rapid advances in

that they do not take a layered approach
separation between the transaction level co
the interconnect signals in the physical layer.

Oud / store

RANSPORT Layer

packets /messages

PHYSICAL Layer

wires / paths / logic

Figure 5.27 The layered architecture of NOC [5].

Figure 5.28 shows a general-purpose on-chip interconnect network comprising of a
number of modules such as processors, memories and IP blocks organized as tiles.
These module tiles are connected to the network that routes packets of data between
them. All communications between tiles are via the network. The area overhead of
the network logic can be as low as 6.6% [11]. The key characteristics of such NOC
architecture are: 1) layered architecture which is easily scalable; 2) flexible network
topology which can be configured by the user to optimize performance for different
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applications; 3) point-to-point communication effectively decouples the IP blocks from

each other.
SOURCE
P P P
routing specified at lower level
P P

DEST]

Figure 5.28 A typical NOC archite 5].

5.9.1 NOC Layered Architectu

Most NOC architectures 3 nication scheme (see Figure 5.29).
The physical layer smitted over the physical interfaces.
Any changes in p ng switch structure and clock fre-
quency affect @ t compromised in any way. The
transport layer d through the switch fabric. A small

plcally used to specify how routing is to be done. The
e communication primitives used to connect the IP blocks

dependent on the particular application. The layered approach allows them to be
separately optimized without affecting each other.

2. Inherently scalable - a properly designed switch fabric in a NOC can be scaled
to handle any amount of simultaneous transactions. The distributed nature of
the architecture allows the switches to be optimized to match the requirements.
At the same time, the NIU responsible for the transaction layer can be designed
to satisfy the performance requirement of the IP block that it services with no
effect on the configuration and performance of the switch fabric.
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SWITCH
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Figure 5.29 The Transacti ical Layers of a NOC [5].

3. Better control of quality- ¢ d in the transport layer can
istingui e-critical and best-effort traffic. Prioritiz-

domain operation - since the notion of a clock only applies to the
nd not to the transport and transaction layers, a NOC is particu-

When compared with buses, NOC is not without drawbacks. Perhaps the most sig-
nificant weakness of NOC is the extra latency that it introduces. Unlike data com-
munication networks, where quality of service is governed mainly by bandwidth and
throughput, SOC applications usually also have very strict latency constraints. Further-
more, the NIU and the switch fabric add to the area overhead of the system. Therefore
direct implementation of a conventional network architecture in SOC generally results
in unacceptable area and latency overheads. Figure 5.30 presents the pros and cons
between buses and NOC approaches to SOC interconnect qualitatively.
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Bus Pros & Cons NOC Pros & Cons
Every unit attached adds parasitic Only point-to-point one-way wires are
capacitance (-) used for all network sizes (+)

Network wires can be pipelined
because the network protocol is
globally asynchronous (+)

Bus timing is difficult in deep sub-
micron process (-)

Bus testability is problematic and slow Dedicated BIST is fast and compl

) )

Bus arbiter delay grows with the Routing decisions are dis’
number of masters. The arbiter is also the same router is rein
instance-specific (-) netowrk sizes (+)

Bandwidth is limited and shared by all Aggregated bg dth scales with the
units attached (-) network size

Bus latency is zero once arbiter has < causes a
granted control (+)

The silicon cost of a bus is low for smal ant silicon
systems (+)

Any bus is almost directly compatible
with most available IPs, including
software running on CP,

processor systems (-)

The concepts are
understood (+

1 designers need re-education
oncepts (-)

em is the backbone of the SOC. The system’s performance
ations in the interconnect. Because of its importance, a great

From a cursory view, it appears that there are three distinct approaches to SOC inter-
connect: bus based, switch based and network based (NOC). A closer examination
shows that these are most often complementary approaches. Indeed a NOC will in-
clude one or more switches, connecting nodes which can themselves be a bus based
cluster of processors or other IPs.

In the past most SOCs were predominantly bus based. The number of nodes to be
connected were small (perhaps 4 or 8 IPs), and each node consisted solely of a single
IP. This was a tried and tested method of interconnect that was both familiar and easy
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to use. Even now the use of standard protocols and bus wrappers make the task of IP
core integration less error-prone. Also the large number of bus options available allows
users to trade-off between complexity, easy of use, performance, and universality.

As the number of interconnected nodes increases, the bandwidth limitations of bus-
based approaches becomes more apparent. Switches overcome the bandwidth limita-
tions but with additional cost and, depending on the configuration, additional latency.
As switches (whether static or dynamic) are translated into IP and supported with ex-
perience and the emergence of tools, they will become the standard SOC interconnect
especially for high-performance systems.

Modeling the performance of either bus or switch is an imp
design. If initial analysis of bus-based interconnection demo;
width and system performance, switch-based design is t

part of the SOC
insufficient band-
Initial analysis

a layering of the interconnect implementati
and extended to include new switches, etc.
implementation. Growth in NOC adoption will

fecting the upper level SOC
e easier SOC development.

tional data bus) bus is 32 plus 64 bits wide.
write) uses a 32 bit memory address and sub
fer. If the memory access time is 12 cycles,

ad and a write (assuming no contention).

upancy for a single transaction?

use the bus described above and ideally (without contention) each

ates a transaction every 20 cycles:

ered bus occupancy?

g the bus model without resubmissions, what is the achieved occu-

y?

ging the bus model with resubmissions, what.s the achieved occupancy?

What is the effect on system performance for the (b) and (c) results?

3.%Search for current products that use the AMBA bus; find at least three distinct
systems and tabularize their respective parameters (AHB and APB): bus width,

bandwidth, maximum number of IP users per bus. Provide additional details as
available.

4. Search for current products that use the CoreConnect bus; find at least three
distinct systems and tabularize their respective parameters (PLB and OPB): bus
width, bandwidth, maximum number of IP users per bus. Provide additional
details as available.

38 Chapter 5 Interconnect Architectures

5. Discuss some of the problems that you would expect to encounter in creating a
bus wrapper to convert from an AMBA bus to a CoreConnect bus.

6. A static switching interconnect is implemented as a 4x4 torus (2D) with worm
hole routing. Each path is bidirectional with 32 wires; each wire can be clocked
at 400 Mbps. For a message consisting of an 8 bit header and 128 bit “payload”.

(a) What is the expected latency (in cycles) for a message to transit from one
node to an adjacent node?

(b) What is the average distance between nodes and the average
tency (in cycles)?

(c) If the network has occupancy of 0.4, what is the delay
(waiting time) for the message?

(d) What is the total message transit time?

7. A dynamic switching interconnect is to connect 16
ing network implemented with 2x2 crossbars.
Each path is bidirectional with 32 wires; ea
For a message consisting of an 8 bit header

(a) What is the expected latency (in cycles) for a
node to any other?

age to transit from one

(b) Draw the network.
(c) What is the message waiting as occupancy of 0.4?
(d) What is the total message trans
nterconnect is defined as the maxi-
ding the network into two equal parts
ndwidth for the static and dynamic

distinct NOC systems; compare their underlying switches
mic and one static example). Provide details in table form.
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